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Preface 
The 7th Weizenbaum Conference, entitled “Empowering People in Online Spaces: Democracy 

and Well-being in Digital Societies,” took place in Berlin on 5–6 June 2025. Nearly 300 partici-

pants and speakers from over 25 countries came together to explore the digital challenges fac-

ing democracies today. The conference provided a platform for interdisciplinary and interna-

tional exchange, focusing on democratic participation, digital infrastructures, and well-being in 

the digital age. It was convened by Weizenbaum research group leaders Clara Iglesias Keller and 

Jakob Ohme. 

The present collection of abstracts offers an overview of the talks and topics discussed at the 

conference. We would like to thank all participants for their valuable contributions. A total of 36 

out of 58 speakers revised and submitted their long or short abstracts for inclusion. 

Berlin, August 2025                    Clara Iglesias Keller 

Jakob Ohme 

Moritz Buchner 
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KEYWORDS 

platform regulation; misinformation; transparency; content moderation; freedom of 

expression 

Contextual and Theoretical Background  
Comparative analysis of state intervention in content moderation remains a developing field 

(Gorwa 2024). To contribute to the literature in platform regulation and misinformation re-

sponses, this study examines domestic regulatory approaches established in Germany 

(NetzDG), France (Law 2018-1202), Brazil (Resolution 23.732/2024), Singapore (Protection from 

Online Falsehoods and Manipulation Act, POFMA), and Turkey (Law No. 2022-7418). To varying 

degrees, they tackle online falsehoods and hold platforms accountable. They also illustrate ei-

ther innovative domestic approaches or distinct political contexts. Our research provides a 

qualitative comparison of these cases from empirical (how regulations differ) and normative 

(how they align with supranational recommendations) perspectives. We sought to juxtapose 

these jurisdictions with the UN and UNESCO’s guidelines on platform regulation, which are 

grounded in international human rights standards. 

Online misinformation poses a threat, but national regulations aimed at counteracting it can 

also be detrimental when they violate human rights, particularly freedom of expression, speech, 

and access to information (Jungherr, 2024). State intervention in content moderation without 

alignment with international rights may lead to unwarranted censorship and disproportion-

ately penalise platforms and users. The absence of a global regulatory framework (Gorwa, 2024) 

mailto:augusto.da_silva_santos@uni-erfurt.de
mailto:regina.cazzamatta@uni-erfurt.de
mailto:carlo.napolitano@unesp.br
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further complicates the issue, leaving content moderation standards unclear (Gillespie, 2018). 

In this context, the UN (2022) and UNESCO (2023) recommend platform regulation measures, 

opposing vague restrictions on information, advocating transparency in content moderation, 

calling for proportionate enforcement, and emphasizing independent oversight.  

Research Questions 
RQ1: How do domestic content moderation regulations for combating misinformation differ 

and align regarding content definition, moderation procedures, transparency obligations, and 

independent oversight? 

RQ2: To what extent do the analysed legal frameworks align with the regulatory recommenda-

tions in the UN’s ‘Countering Disinformation’ report and UNESCO’s ‘Guidelines for the Govern-

ance of Digital Platforms’ regarding content definition, moderation procedures, transparency, 

penalties and oversight? 

Material and Methods 
We conducted a comparative qualitative analysis of domestic jurisdictions regulating content 

moderation and misinformation. Our approach followed the four-step framework for compar-

ative media policy analysis proposed by Puppis and d’Haenens (2012): case selection, data col-

lection, identification of dimensions, and comparison.  

For case selection, we used ‘LupaMundi,’ a web-based platform developed by the Brazilian fact-

checking organisation Agência Lupa (a member of the International Fact-Checking Network), 

to systematically identify policy responses to online falsehoods. After generating an initial list 

of legislation, we refined our selection based on four criteria to ensure relevance to our study: 

(a) domestic laws that target online misinformation and hold platforms accountable, (b) cases 

within and outside Europe, (c) the influence of these cases on legislation in other countries, and 

(d) varying degrees of “internet legal content regulation” (University of Gothenburg, 

2022). These criteria yielded the previously mentioned five cases. Notably, Germany’s NetzDG 

and France’s Law 1202 are early examples of expanding platform liability for content moderation 

and misinformation, with NetzDG influencing debates beyond Germany (Gorwa, 2024). Alt-

hough both laws have been partially superseded by the DSA, they remain significant case stud-

ies of initial national-level efforts to combat online misinformation. The DSA itself draws on el-

ements from frameworks like NetzDG, highlighting the importance of domestic jurisdictions 

preceding the DSA’s implementation (Haupt, 2024). In this sense, the German and French cases 

carry important normative weight. Regarding Brazil’s resolution, it is the country’s only enforce-

able regulation against online misinformation, following the failure of broader legislative ef-

forts like Bill 2630. Singapore’s and Turkey’s laws have sparked concern over the expansive pow-

ers they grant to state authorities in online content moderation (Ang and Goggin, 2021). Since 

our criteria did not distinguish between general and election-specific laws, the French and Bra-

zilian cases fall into the latter category (both specifically apply to electoral periods).  
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For data collection, we retrieved the selected jurisdictions from official sources. Next, the ana-

lytical dimensions were deductively established (Tracy, 2013) based on the UN’s and UNESCO’s 

documents. Key themes were identified and then grouped into four analytical dimensions: (a) 

definitions of harmful content and misinformation, (b) content moderation protocols, (c) plat-

form transparency measures, and (d) independent oversight mechanisms. Finally, the compar-

ison involved a software-assisted qualitative data analysis using MAXQDA.  

Findings and Discussion 
Our findings reveal key differences across the jurisdictions analysed, which can be partially at-

tributed to the regulatory tradition and political context of each country. Countries with the 

highest scores in “internet legal regulation content” structure their frameworks either around 

pre-existing legislation, as seen in Germany and France, or around technical criteria that enable 

forensic verification of misinformation, such as AI-generated content, as observed in Brazil. 

These countries also impose transparency obligations on platforms regarding content moder-

ation, likely reflecting their freedom of information traditions (for example, the German Free-

dom of Information Act and Brazil’s Law of Access to Public Information). However, their ap-

proaches to independent oversight diverge. Germany and France have long-standing traditions 

of regulating mass media through independent bodies designed to ensure the quality of public 

communication. Their jurisdictions have extended this model to digital platforms by establish-

ing independent oversight mechanisms to ensure compliance. Conversely, Brazil’s media sys-

tem remains largely unregulated and lacks an oversight body. Similarly, the country’s legal 

framework on online misinformation allows for oversight only through the judiciary, as seen in 

the Superior Electoral Court’s monitoring during election periods. See Table 1 for the core 

norms. 
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Table 1a: Content moderation norms 

Case 

(Score)b 
Content definition Protocols Transparency 

External over-

sight 

 

Germany 

(3.73)  

 

Unlawful content 

according to the 

German Penal 

Code. No specific 

mention to false 
information (§1-3) 

 

Complaints manage-

ment system; pre-ap-

proved self-regula-

tory system; removal 

by platforms (§3) 

 

Report on content re-

moval (§2) + disclosure 

of data for researchers 
(§5a) 

 

Regulated self-

regulation ap-

proach 

 

France 
(3.9) 

 

False Information. 

Allegations or in-

accurate or mis-

leading imputa-

tions (Art. L. 163-2) 

 

Removal by judicial 

order, upon request 

from political parties, 

candidates, etc. (Art. 

L. 163-2) 

 

Report on measures 

implemented to com-

bat misinformation 

and other recommen-

dations (Art. 11) 

 

Arcom 

 

Brazil  

(3.71) 

 

Manufactured or 

manipulated con-

tent; synthetic 

content (Art. 9-C) 

 

Removal by platforms 

and (Art. 9-E) judicial 
order (Art. 38 §1) 

 

Repository fed by plat-

forms with data on re-

moved content (Art. 9-

G §2) 

 
n/a 

 

Singapore 
(1.54) 

 

False statements 
of fact (5.) 

 

Correction of false 

content (11.) by order 

of government minis-
ters (20.) 

 

n/a 

 

n/a 

 

Turkey 
(1.66) 

 

Untrue infor-
mation (Art. 29) 

 

Removal by adminis-

trative and court or-

ders (Art. 34) 

 

Report on content de-

letions and blockades 

submitted to the au-
thorities (Art. 34) 

 

BTK (inde-

pendence 

questioned) 

Note: aAdapted from Santos, Cazzamatta, and Napolitano (2025, p. 14). b Internet legal regulation content. Score 0–4: 0 means the state 
can remove any content at will; 4 means political speech is protected, andcontent can only be removed if it violates clear, well-established 
legal standards (University of Gothenburg, 2022). 

Countries with lower scores in internet legal regulation content (Singapore and Turkey) also lack 

independent oversight. In Turkey, although the law grants the BTK (nominally an independent 

authority) the power to penalise platforms for noncompliance, the agency remains under gov-

ernment control. Both Singapore and Turkey have some of the vaguest legal definitions of mis-

information. In Singapore, this broad definition has enabled the government to use the POFMA 

to issue correction orders against a website that questioned the efficacy of COVID-19 vaccines, 

as well as against opposition politicians for statements on public policy (Goh et al., 2025). In Tur-

key, the misinformation law has led to legal consequences for several journalists accused of 

spreading false information (RSF, 2023). Unlike other regulatory approaches, these laws place 
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primary enforcement in the hands of government authorities. Consequently, there is less trans-

parency, as platforms are neither mandated nor directly responsible for taking specific actions 

to manage misinformation. 

Conclusion 
All jurisdictions analysed struggle, to varying degrees, to balance the removal of online false-

hoods with human rights standards. Key concerns include overly vague definitions of false in-

formation in certain countries, the absence of judicial or independent oversight in others, and 

general shortcomings in transparency obligations and user appeal mechanisms. These issues 

diverge from the recommendations by the UN and UNESCO and raise concerns about potential 

infringements on free speech. Among the frameworks examined, NetzDG – despite lacking ju-

dicial mediation and posing risks of over-blocking due to platform sanctions – aligns more 

closely with UN and UNESCO standards, particularly regarding transparency and independent 

oversight. Conversely, Singapore and Turkey diverge further, granting broad powers to state au-

thorities in content moderation with limited safeguards against government overreach. Ad-

dressing these gaps requires clearer appeal mechanisms, stronger independent oversight – es-

pecially in Brazil, Singapore and Turkey – and greater public involvement in platform account-

ability. Expanding co-regulatory approaches that truly ensure a balanced distribution of power 

among multiple stakeholders is a necessary step forward (UNESCO, 2023; Gorwa, 2024; Schuldt, 

2021). 

Funding 
This work was supported by the Deutsche Forschungsgemeinschaft (Project Number 

8212383) and the Conselho Nacional de Desenvolvimento Científico e Tecnológico (CNPq). 
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Abstract 
APIs (Application Programming Interfaces) have become the backbone of modern software eco-

systems, enabling interoperability, innovation, and rapid development. However, the legal land-

scape surrounding APIs presents complex challenges related to copyright, liability, data protec-

tion, and regulatory compliance. This research proposes innovative strategies to create a more 

secure, ethical, and compliant digital ecosystem through systematic analysis of API legal aspects 

using TRIZ methodology and scenario planning. The findings provide a roadmap for policymak-

ers, businesses, and developers to maximize API potential while ensuring legal compliance and 

public interest protection. 

Introduction and Problem Statement 
The integration of APIs into software development has revolutionized application interactions, 

enabling seamless data exchange across platforms. Today, APIs power everything from mobile 

applications to Internet of Things (IoT) devices and cloud services. However, this increased con-

nectivity brings significant legal challenges that organizations must navigate carefully. 

The central contradiction identified in this research is the need to reduce risks associated with 

API usage (security, privacy, compliance) while simultaneously broadening access to APIs for 

diverse participants in an “Internet of Everything” (universal access, inclusion, and interopera-

bility). This contradiction creates tensions between innovation and regulation, accessibility and 

security, global standards and local compliance. 

mailto:fteuguia@pcpacefa.org
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Research Methodology 
This research employs a multi-faceted approach combining: 

• Historical Analysis: Comprehensive review of API evolution and document sharing 
from legal perspectives (1940s-2024) 

• TRIZ Methodology: Application of the Theory of Inventive Problem Solving to identify 
and resolve contradictions in API legal frameworks 

• Laws of System Evolution: Analysis using nine laws of technical system evolution to un-
derstand current state and predict future developments 

• Scenario Planning and Backcasting: Development of three plausible futures for API 
governance 

The methodology focuses on understanding stakeholder interactions, regulatory evolution, and 

systemic contradictions within the API legal ecosystem. 

Key Findings 

System Analysis Using Laws of Evolution 

The analysis reveals that public interest acts as the driving force behind API legal frameworks, 

with regulators and authorities serving as transmission mechanisms. The system demon-

strates: 

• Complete system structure (1st law respected): All necessary components present 
• Energy conductivity (2nd law respected): Efficient energy flow through system parts 
• Rhythm harmonization (3rd law not respected): Unsynchronized actions between pub-

lic interest and regulators 
• Increasing ideality (5th law respected): Maximum functionality with minimal negative 

impacts 
• Uneven development (6th law respected): Contradiction between API accessibility and 

risk reduction 

Stakeholder Analysis 

Seven key stakeholder groups were identified: 

• API developers and owners: Ensuring compliance and clear usage agreements 
• API consumers: Adhering to terms, respecting IP rights, ensuring data security 
• Regulators and authorities: Overseeing compliance with data protection and industry 

standards 
• End users/IP owners: Protecting personal data rights and privacy 
• Legal professionals: Navigating complex legal landscapes 
• Business stakeholders: Safeguarding operations and intellectual property 
• Third-party service providers: Building trust and ensuring regulatory compliance 
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Innovation Propositions 
Based on TRIZ analysis, five key innovations are proposed: 

Redefining Public Interest Parameters 

Shift from traditional regulatory frameworks to inclusive, adaptive models that: 

• Implement RegTech solutions for real-time compliance monitoring 
• Ensure transparent API usage with clear data practice disclosures 
• Promote sustainable API use through public-private partnerships 
• Define clear legal aspects of API monetization to prevent exploitation 

Segmenting Public Interest Considerations 

Break down public interest into manageable segments: 

• Stakeholder Groups: Developers, end-users, businesses, marginalized communities 
• Geographic Regions: Local, national, international levels 
• Sector-Specific Needs: Healthcare, education, finance 
• Emerging Trends: AI ethics, environmental sustainability, digital accessibility 

Dynamic Organizational Transformation 

Replace mechanical, static regulatory organizations with dynamic, specialized systems that: 

• Continuously reassess public interest parameters 
• Create specialized regulatory panels for different API aspects 
• Implement real-time monitoring using AI and machine learning 
• Adopt flexible enforcement mechanisms adapted to specific circumstances 

Preliminary Implementation Actions 

Four foundational steps for modernizing API legal landscapes: 

• Audit existing laws and regulatory practices 
• Form diverse working groups with multiple stakeholder perspectives 
• Build technical expertise within regulatory bodies 
• Educate the public about API importance and legal aspects 

Specialized Enforcement Mechanisms 

Shift responsibility for issuing fines from regulatory bodies to specialized enforcement agen-

cies, allowing regulators to focus on policy-making, oversight, and stakeholder engagement. 
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Scenario Analysis 
Three plausible future scenarios were developed: 

Harmonized Ecosystem Scenario (Optimistic) 

Characteristics: Global API standards, aligned legal frameworks, strong public-private partner-

ships Outcomes: High interoperability, moderate regulatory oversight, balanced innovation, 

high security, moderate compliance costs Key Actions: Establish global standards, foster multi-

stakeholder collaboration, implement adaptive regulatory mechanisms 

Fragmented Regulation Scenario 

Characteristics: Localized compliance, disconnected frameworks, complex compliance land-

scape Outcomes: Low interoperability, high regulatory oversight, limited innovation, uneven se-

curity, high compliance costs Key Actions: Develop localization strategies, promote regional col-

laboration, establish dynamic compliance mechanisms 

Open Innovation Ecosystem Scenario 

Characteristics: Collaborative governance, open standards, inclusive innovation, dynamic regu-

lation Outcomes: Moderate interoperability, low regulatory oversight, high innovation, low-

moderate security, low compliance costs Key Actions: Establish universal standards, promote 

collaborative governance, foster inclusive innovation 

Practical Implications and Recommendations 

For Policymakers 

• Implement adaptive regulatory frameworks that can respond quickly to technological 
changes 

• Foster international cooperation for harmonized API governance 
• Establish specialized agencies for API compliance enforcement 
• Create sandboxes for testing innovative API solutions 

For Businesses 

• Invest in RegTech solutions for automated compliance monitoring 
• Develop clear API governance frameworks addressing all stakeholder needs 
• Engage proactively with regulatory bodies and public interest groups 
• Implement privacy-by-design principles in API development 
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For Developers 

• Embed standardized security and privacy features in API design 
• Maintain transparent documentation of API data practices 
• Ensure accessibility and inclusivity in API development 
• Stay updated on evolving legal requirements across jurisdictions 

Conclusion and Future Research 
This research demonstrates that the legal aspects of APIs require ongoing attention and adap-

tation to address emerging challenges. The proposed innovations provide a comprehensive 

framework for creating secure, ethical, and compliant digital ecosystems that balance innova-

tion with public interest protection. 

The analysis reveals that current regulatory systems often lag behind technological advance-

ment, creating governance gaps. By implementing the five proposed innovations—redefining 

public interest parameters, segmenting considerations, transforming organizational struc-

tures, taking preliminary actions, and specializing enforcement—stakeholders can create more 

effective API governance frameworks. 

Future research should focus on: 

• Empirical testing of proposed regulatory innovations 
• Development of automated compliance tools using AI 
• Cross-cultural studies of public interest definitions in API contexts 
• Long-term impact assessment of different scenario implementations 

The journey toward effective API governance requires collaboration among all stakeholders, 

continuous adaptation to technological changes, and unwavering commitment to public inter-

est while fostering innovation. As we advance into 2025 and beyond, these integrated strategies 

will be essential for building resilient ecosystems that support both technological advancement 

and societal well-being. 
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Introduction 
One can hardly say that digital policy is apolitical these days. Still, the terms in which we understand 

the politics of digital technology have become heavily skewed towards geo-politics. Much of the de-

bate is framed by the technological competition between the United States and China, among which 

Europe has to fight for its own position or become dependent on them (Seidl & Schmitz 2023). This 

focus on the geo-politics of digital policy risks suppressing the political issues and divisions that 

digital technology raises within the EU. 

This paper draws on democratic theory, analyses of on (de-)politicisation in the EU, and instances 

of recent EU digital legislation to identify the kind of mechanisms that (may) prevent the politicisa-

tion of digital policy in the EU. Specifically, I want to highlight how, while some of these mechanisms 

have been well-established for the EU in general, they are being reinforced by features that are spe-

cific to the domain of digital policy. 

Theory: Mechanisms of Depoliticising Digital Policy 
The political debate on digital technology raises many issues that transcend the scope of existing 

political cleavages. However, the current political divisions in the EU’s legislative institutions do not 

always allow these concerns to be articulated in full. It seems even less likely that the terms of these 

debates reach the EU publics at large. 

Some of the reasons why EU digital policy-making remains under-politicised apply to EU policy-

making at large (Schmidt, 2006; Mair, 2013: chap. 4; Scharpf 2015). However, these depoliticisation 
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mechanisms are complemented and amplified by specific features of the digital domain. In this pa-

per, I highlight three such mechanisms. 

The first is the complexity and uncertainty surrounding much of the technology. Lack of under-

standing the underlying technology prevents many members of the public from taking a stance on 

the issue. It also creates considerable space for those who can claim some authority (above all the 

tech firms involved) to dominate the debate (Bouza García & Oleart, 2024). The sense of detachment 

is reinforced by the fact that most of the public have come to see digital technology primarily as a 

private product, where their autonomy is mostly expressed through contracting in or out, rather 

than as a public infrastructure on which they might lay a democratic claim (‘exit’ over ‘voice’ in 

Hirshman’s (1970) classical terminology). 

The second specific feature that hinders the politicization of EU digital policy is that it has come to 

be dominated by an ‘us-versus-them’ logic. This framing initially very much took the form of stand-

ing up for EU values against the commercial and exploitative interests of Big Tech. Over time, it also 

has taken on a more geopolitical orientation in which the EU is supposed to assert its (digital) sov-

ereignty against its main economic rivals, the US and China (Pohle & Thiel, 2020; Seidl & Schmitz, 

2023). Obviously, these antagonists tend to coincide as most of the Big Tech companies come from 

the US and, to a lesser extent, China, and the desire of the EU to disentangle from them has become 

more urgent since the start of the second presidency of Donald Trump. 

The other side of this logic is that digital technology and the values that this technology is meant to 

serve are often presented as uncontested ‘European public goods’ (Bria, Timmers & Gernone, 2025). 

This tendency has been particularly reinforced by the Draghi-report (Draghi, 2024). However, such 

approaches downplay the choices involved in charting the EU’s digital domain and the competing 

interests that different societal strata may have in it. A shared and unified European interest in dig-

ital technology cannot be presumed; even if it can be created, it can only come around through dem-

ocratic deliberation. 

A final challenge that is inherent in EU digital policy is that it is arguably the first policy domain in 

which member states have had no preceding national policies before they had to engage with EU-

level decision-making. In a way, this is an advantage as member states have little entrenched stakes 

to protect. But it also means that they cannot depart from a starting position that has already been 

legitimated by a process of democratic decision-making at home and by well-trusted practices and 

expectations. 

This claim may not (fully) apply to the largest member states, like Germany (Gorwa, 2024: chap. 5) 

and France (Bigot, 2022). However, for most EU member states it is more or less self-evident that 

the main strategic orientations on digital policy are set at the EU level. Recognizing that digital mar-

kets know no boundaries and much of the technology originates from the US, the average member 

state lacks the means to impose its own distinct political preferences. What is more, as digital ser-

vices are very much part of the single market, they naturally fall under the jurisdiction of the EU. 

As a consequence, we see the construction of a body of European law and policies on digital tech-

nology that is short of anchoring in national debates and public spheres. This is not only due to the 



\20 
 

Weizenbaum Conference 2025 

well-established dynamics of the under-politicization of EU decision-making and the two-level 

games that undermine full engagement of national democratic institutions, but also because there 

are no articulated national positions to begin with. What is more, the depoliticization of EU digital 

policy is further amplified because of the technological complexity of the matter involved and be-

cause of the pressure to maintain a united European front against foreign domination through dig-

ital technology. 

Empirical Probe: The DSA/DMA Package  
in the National Press 
By way of a first probe of the preceding argument, I analyse the coverage of the decision-making on 

the DSA/DMA-package in three major broadsheets in Germany, France, and the Netherlands (Table 

1). While there is little doubt that most EU citizens remain little informed about the EU’s decisions 

in the domain of digital policy and the political choices made in that regard, I find rather distinct 

patterns between the three countries. Typically, the German newspaper gives more attention to the 

competition-oriented DMA, while attention for the DSA is bigger in the French and the Dutch news-

paper. More importantly, I find evidence that mentions of the EU acts go up when they can be con-

nected to national policy-making or to national politicians, like Thierry Breton and the Council pres-

idency in the French case. This effect seems more likely for bigger member states and for states that 

have a developed regulatory apparatus for the digital sphere of their own. 

Table 1: Articles on DSA/DMA in three European newspapers (1 Dec 2020 – 1 Dec 2022) 

 Total articles Politically relevant* Visible conflict/ choice 

Süddeutsche Zeitung 53 36 (68%) 12 (23%) 

Le Figaro 114 58 (51%) 22 (19%) 

NRC Handelsblad 31 18 (58%) 7 (23%) 

All the newspapers 198 112 (57%) 41 (21%) 

Note: * ‘Politically relevant’ are articles that identify specific EU actors; it excludes articles that only mention “the EU” in general and/or and mostly 
report on digital firms or national policy. 

The findings also show that the Commission is the most covered EU actor, but that its decisions are 

hardly, if at all, politicised. The newspaper reader also gets little insight in the politics among the 

national governments in the Council. Only Le Figaro offers a spatter of hints. In the end, it is the cov-

erage of the debates in the European Parliament that gives most direct insight in some of the main 

political choices at stake: targeted advertising, interoperability, and the scope of application of the 

gatekeeper provisions. 



\21 
 

Weizenbaum Conference 2025 

Concluding Comments 

These empirical findings offer far from conclusive proof of my theoretical argument that the polit-

icisation of EU digital policy faces particular challenges on top of the usual hurdles that apply in EU 

politics. However, some of the evidence lends support to the argument that it is more difficult to 

politicise an EU issue in the absence of a mature national policy on the issue. Also, some of the find-

ings seem to support the thesis that digital issues are more likely to be framed as pitting a (pre-

sumed) collective EU interest against (foreign) Big Tech than as involving trade-offs among com-

peting interests among EU citizens. These are relevant hurdles to consider if EU publics are to have 

a genuinely democratic discussion about how the digital domain is to be regulated. 
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Abstract 
The emergence of alternative media traces back to the progressive social movements of the 1960s 

and 1970s, particularly on the progressive left, which sought to democratize media production and 

amplify underrepresented perspectives (Blöbaum, 2006; Harlow, 2023; Klawier et al., 2023). Re-

cently, new online platforms have emerged, self-proclaiming as “alternative” media and challeng-

ing the establishment but often influenced by far-right ideologies. In Latin America, some “digital 

natives” view themselves as independent counterweights that address public issues overlooked by 

traditional media but vehemently rejecting the “alternative” label (Harlow, 2023).  

In media and communication scholarship, when analyzing the networked public sphere and hybrid 

media systems, scholars (Chadwick et al., 2017; Kaiser et al., 2018) often use the term ‘alternative’ in 

reference to mainstream news institutions without critically examining power dynamics. Accord-

ing to Jackson and Kreiss (2023), labeling the far-right as a counter-public under the banner of ‘al-

ternative’ can equate the most undemocratic groups with those aiming to enhance democracy. The 

global right-wing movement should be more accurately termed “defensive” publics due to their 

alignment with systemic inequalities. Unlike progressive social movements, far-right groups seek 

to preserve “exclusionary racial, social, political, and economic orders” (Jackson & Kreiss, 2023, p. 

103).  

We contend that it is not just the right wing’s alignment with systemic inequalities but also their 

dubious relationship with truth and facts that set them apart from the conventional notion of 'al-

ternative' publics. While independent digital native projects often integrate fact-checking units to 
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combat disinformation (Cazzamatta, 2025b; Graves, 2018; Lilienthal, 2017), right-wing outlets often 

serve as significant sources of falsehoods. These websites not only employ democratic rhetoric but 

also undermine constructivist perspectives on facts in their pursuit of anti-democratic goals.  

In his essay titled “Why Has Critique Run out of Steam? From Matter of Facts to Matter of Concern,” 

French sociologist Bruno Latour questions what has gone awry, particularly in light of climate 

change denialists' arguments grounded in social constructivist views (Latour, 2004).  

This article, recently published in Publizistik (Cazzamatta, 2025a), examines the mission statements 

of regressive alternative media identified by fact-checkers in 2022 across eight countries in Europe 

and Latin America: Germany, the UK, Portugal, Spain, Brazil, Argentina, Chile, and Venezuela. These 

countries have varied media landscapes, political systems, degrees of political polarization, ap-

proaches to populist communication, and patterns of social media use for news. Considering the 

international scope of these outlets, the study initially mapped the primary locations of misinfor-

mation sources identified by fact-checkers in these regions and analyzed how these websites justify 

their societal roles through their mission statements.  

Identified through extensive content analysis of fact-checking articles under a DFG project titled 

“[Disinformation Landscapes and the Emergence of Fact-Checking Organizations in Europe and 

Latin America],” our methodology involves qualitatively analyzing these websites’ mission state-

ments and slogans to uncover the strategies used to legitimize their activities. Among the primary 

findings, regressive alternative media are more established in Germany and Spain, where far-right 

movements are more prominent online (Cazzamatta, 2024). In Latin America, while such outlets 

are less widespread, the continent nevertheless experiences significant impact from regressive 

websites based primarily in Spain and the US, highlighting their global reach in spreading misin-

formation (Heft et al., 2021).  

It is also plausible that radical right-wing discourses are less marginalized in Latin American public 

debates due to the conservative stance of legacy media and the reciprocal relationship between the 

state and media (Harlow, 2023; Waisbord, 2000), which limits the growth of regressive niche media 

(Heft et al., 2020). Despite varying missions, these European and, to a lesser extent, Latin American 

outlets generally promote exclusionary and regressive views, advocating for a more traditional, less 

inclusive social order where freedom of expression is reserved for select groups (della Porta, 2023). 

Although fact-checkers have identified progressive outlets spreading misinformation, these cases 

are rare, with only two found—one in Germany and one in Spain. 
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Abstract 
Disinformation and misinformation are widespread global issues that affect all countries and ad-

versely impact several facets. Disinformation has been immensely researched across the globe. 

However, there is a scarcity of research that has expanded its scope to encompass countries in the 

global south and the Middle East, a region characterized by extensive use of digital platforms like 

social media and a lack of measures to safeguard citizens against deceptive online activities. This 

study contributes to the broader literature that examines disinformation in authoritarian regimes 

and the global south, its influences, and countermeasures by examining the relevant platform reg-

ulations and media policies.  

Building on power theories (Lukes, 2005, 2021; Gaventa, 2006), this study aims to gain an in-depth 

understanding of the power dynamics in which disinformation emerges, disseminates, proliferates, 

and is regulated. By illustrating the Middle East region, with an emphasis on Egypt, and considering 

the geopolitical and sociopolitical aspects, the study looks into how disinformation actors and 

power dynamics among stakeholders influence content moderation practices on social media plat-

forms. In addition, the study examines platform regulations and media policies in place addressing 

disinformation and misinformation and investigates their implications. 

Thus, this project seeks to analyze 1) the current regulatory framework of disinformation in Egypt 

and the mechanisms by which the governments intervene in content moderation and content re-

moval, 2) the power dynamics among stakeholders, including governments and platforms over con-

tent moderation practices, and 3) the extent to which disinformation and its countermeasures have 
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ramifications and influence trust towards digital content. In addition to investigating digital policies 

and laws that address disinformation, the study looks into how governments/states could intervene 

and play a key role in platform governance from a national standpoint. The study employs a trian-

gulation of qualitative research methods, which include text analysis for laws and regulations in rel-

evance, document analysis, secondary resources, and 32 in-depth interviews with officials, policy-

makers, experts, policy representatives from social media platforms, and media professionals. 

The study aims to answer three main research questions as follows: 

• What are the current platform regulations and media policies in Egypt addressing disin-
formation and misinformation? 

• How to explain the role of stakeholders in regulating disinformation and the dynamics of 
their power?  

• What are the patterns of disinformation, their countermeasures, and their implications? 

The study contributes to the global scientific body of research on platform governance in general 

and governance of disinformation and misinformation in particular by examining the dissemina-

tion and governance of disinformation from a national perspective. The hard-to-access data ob-

tained in this study enriches our comprehension of the actors involved in disinformation, the reg-

ulatory frameworks governing it, and the ramifications for free speech, especially in light of the on-

going usage of AI tools that proliferate the dissemination of disinformation even further. 

This abstract was accepted for the conference but has not been presented in person. 
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Abstract 
The 2016 far-right Islamist demonstrations in Jakarta, known as the “Action to Defend Islam,” are 

largely regarded as the largest in Indonesian history since the fall of Suharto in 1998. Despite being 

historically marginalized and operating largely outside mainstream politics, the far-right Islamist 

movement was able to mobilize an extraordinarily large crowd. While some argue that the demon-

strations indicate a growing anti-pluralist and illiberal sentiment among Indonesian Muslims, oth-

ers credit social media for enabling the successful mobilization, comparable to its role in the Arab 

Spring. In this article, I argue that these demonstrations are best understood through the lens of 

participatory propaganda, facilitated by digital platforms. Departing from prior studies focusing on 

the Western world and specific political actors, this research examines the potential connection of 

participatory propaganda to protest movement mobilization. Identifying six digital tactics em-

ployed by far-right actors and supporters, I illustrate how they seed and shape participatory prop-

aganda cascades, ultimately leading to and sustaining their mobilization. I posit that the unprece-

dented mobilization during the Jakarta election is not solely due to growing conservatism among 

Indonesians but is rather a result of the new information environment that has drastically altered 

the ways individuals engage with and are influenced by public information. By examining both so-

cial media content and delivery, the study reveals how digital media affordances enable varying de-

grees of awareness for propaganda, turning individuals into both producers and spreaders, ulti-

mately unveiling a hybrid form of propaganda that illustrates the interplay of new and traditional 

media, as well as online and offline activism. 
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Introduction 
During the 2016 Jakarta election, Indonesia witnessed a remarkable mobilization driven by radical 

right and conservative Islamist groups, notably the Islamic Defenders Front (FPI), known as the Ac-

tion to Defend Islam (or in Bahasa Indonesia called Aksi Bela Islam abbreviated ABI). This mobiliza-

tion aimed to express Islamist opposition to Basuki Tjahaja Purnama, known popularly as Ahok, a 

double minority Chinese-Christian former governor of Jakarta, the Muslim-majority capital city of 

Indonesia. The largest demonstration, which took place in December 2016, attracted an unprece-

dented 800,000 protestors, making it the most significant protest in the country since the 1998 

demonstrations that helped topple the dictatorial Suharto regime (Lindsey, 2016). The protestors 

demanded the arrest of Ahok for allegedly violating the Quran. While the movement claimed to be 

"defending Islam," it also directed animosity towards individuals, religions, and ethnicities (Hadiz, 

2019). This dual nature attracted significant attention among analysts, particularly for the religious 

polarization it generated (e.g., Lim 2017). Despite historically being marginalized and operating out-

side mainstream politics, the far-right Islamist movement was able to mobilize to an extraordinary 

extent. Even government and security officials were taken aback by the sheer magnitude of the 

crowd and the seriousness of their demands during these protests. 

The mobilization of ABI began with a heavily edited video of the incumbent Jakarta governor on Fa-

cebook, which included text transcripts and captions suggesting that Ahok purposefully disre-

spected Islam. On September 27, 2016, while giving a speech in the Kepulauan Seribu (Thousand 

Islands), Ahok criticized his political opponents for using Islam as a campaign tool. He stated that 

voters were being “deceived using Verse 51 of al-Maida” (a chapter of the Quran)1. After being liked 

and shared by netizens, the video quickly went viral, inciting outrage among the masses and influ-

ential Muslim figures. Ahok’s statement was utilized by Islamist groups to mobilize anger among 

Muslims by framing it as an insult of Islam. Despite enjoying high approval ratings as the incum-

bent, Ahok was defeated in the gubernatorial race. Subsequently, he was sentenced to a two-year 

prison term for blasphemy, with the edited video of his speech serving as incriminating evidence. 

Many credit digital media for enabling the successful ABI mobilization, comparable to its role in the 

Arab Spring (Howard & Hussain, 2013). These events have prompted scholars to explore the role of 

digital platforms as essential elements in understanding protest movement mobilization. This ex-

amination is grounded in the emerging logic of aggregation, as proposed by Juris (2012), which un-

derscores the importance of digital platforms and social media in bringing together diverse actors 

to form cohesive social movements or collective actions. Additionally, scholars have coined terms 

such as 'connective action' (Bennett & Segerberg, 2012), 'digitally networked action' (Bennett & 

Segerberg, 2011), 'e-movements' (Earl & Kimport, 2011), or 'cloud protesting' (Milan, 2011) to describe 

digitally enabled collective action and social movements. This phenomenon extends to far-right 

 

1 The verse to which Ahok referred advises against aligning with Christians and Jews. However, Ahok did not explicitly 
name the individuals he accused of using Quranic verses to dissuade people from voting for him. To prevent misinter-
pretations of sacred texts, adherents of religious faiths should endeavor to understand the contexts in which these texts 
originally appeared.  
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movements, which often encounter challenges in gaining coverage or maintaining a presence in 

mainstream mass media channels (Jost & Dogruel, 2023), where gatekeeping can impede the 

spread of their radical ideologies (Kaiser et al., 2019). As a result, they increasingly rely on digital 

platforms to overcome these mobilization constraints in the public sphere. Social media serves as 

a vital tool for them to disseminate their ideas and engage with the public quickly and cost-effec-

tively (Caiani & Kröll, 2014;), a motivation that ABI activists also recognized for their strategic use of 

these platforms. 

One relevant example is the riot at America’s Capitol on January 6th, 2021, which was at least partly 

born on social media (Kydd, 2021). Nowadays, it is difficult to envision figures like Trump without 

Twitter, Bolsonaro without YouTube, or, within the context of this research, the ABI movement with-

out Facebook. In Indonesia, since the early days of the Internet in the 2000s, with chat rooms, mail-

ing lists, and websites, far-right Islamists have adeptly exploited technological advances. This is ev-

ident in the case of Laskar Jihad Online (Bräuchler, 2004; Lim, 2005), which sought to proliferate 

Islamic (jihad) websites, with http://www.laskarjihad.or.id serving as the official site, alongside Ya-

hoo-based mailing lists boasting thousands of members spread across Indonesia. The 2016 demon-

strations were thus exemplary of a more general entanglement between the rise of far-right Islam-

ist mobilization and digital technology in contemporary Indonesia.  

However, it remains unclear how one, rather clearly and heavily manipulated video led such a large 

number of people to participate in a protest organized by extremist and fringe Islamist groups that 

were not previously aligned with the mainstream ideologies prevalent among Indonesia's Muslim-

majority population. The question arises: How did these far-right Islamist organizations manage to 

mobilize such a vast and diverse group of Indonesians? Does the rise of the far-right Islamist move-

ment truly align with the growing conservatism of Indonesian Muslims? What explains the success 

of this mobilization? What are its causes and what can we expect in the future? Furthermore, how 

did digital technology contribute to facilitating this mobilization? Investigating the trajectory of this 

specific movement is essential because it defies conventional expectations of far-right Islamist 

movements and indicates a shift in the dynamics of Islamist movements in Indonesia and their 

ability to mobilize large numbers of supporters through social and political means. 

In this article, I argue that the successful ABI mobilization can be explained by combining the con-

cept of participatory propaganda (Jowett & O’Donnell, 2015; Wanless & Berk, 2017; Lewandowsky, 

2022) with the specific affordances of digital platforms. Propaganda is traditionally defined as the 

dissemination of persuasive information in order to influence a target audience to adopt behaviors 

or beliefs favored by the propagandist (Bernays, 1928; Lasswell, 1948). In the digital age, modern 

propaganda has evolved to become increasingly participatory, involving collaboration with online 

crowds rather than simply disseminating messages in a one-way manner. This participatory nature 

transforms the targets of propaganda into active collaborators, significantly altering the dynamics 

of information dissemination. This shift is particularly notable in the context of far-right groups, as 

recent research underscores the significant role of user engagement in right-wing radicalization 

processes (Calvert, 2024). User activity plays a pivotal role in determining the speed and extent to 

which radical ideology and propaganda can spread across platforms, highlighting the importance 

of understanding and leveraging participatory dynamics in contemporary propaganda efforts.  
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This collaborative element is distinct from the participatory propaganda practices of the early 

2000s Internet age in Indonesia. While the propaganda of Laskar Jihad Online was also participa-

tory in nature, the emergence of social networking platforms has introduced new dynamics. During 

the Laskar Jihad mobilization, citizens were primarily encouraged to produce propaganda content 

through non-digital autonomous media such as radio broadcasts, magazines, books, newsletters, 

VCDs, pamphlets, and print newspapers, among other formats. In contrast, digital co-production 

today is less hierarchical, allowing netizens greater freedom to express their opinions and creative 

ideas as part of the persuasion project. Additionally, the speed of social media content production 

facilitates the interactive service dimension of participatory persuasion, a practice less feasible in 

the early Internet Laskar Jihad era. This interactive dimension involves real-time interactions on 

social media platforms, where users engage with propaganda content through actions like liking, 

sharing, commenting, and creating their own content. Such engagement fosters active participa-

tion in spreading propaganda messages and enhances the effectiveness of participatory persua-

sion. Unlike in the past, we are now seeing a more subtle form of participatory persuasion, where 

netizens are subtly influenced without always being fully aware of it.  

The concept of participatory propaganda echoes some scholarship on China’s authoritarian regime, 

where it is termed "authoritarian participatory persuasion 2.0," highlighting the shift towards a 

more participatory form of digital persuasion intended to facilitate public complicity with the re-

gime under President Xi (Repnikova & Fang, 2018). Similarly, studies in the Western context explore 

the participatory propaganda model, with a focus on Western political actors and campaigns. For 

instance, Wanless and Berk (2020) examined the rise of participatory propaganda during the 2016 

US presidential election, a trend that was later observed in online political activities in the UK and 

Canada. Specifically, Starbird (2023) studied how propaganda materials were co-created and dis-

seminated on Twitter by political elites, media figures, activists, and online users, contributing to 

the spread of misinformation about voter fraud that ultimately led to violent events at the US Capi-

tol. 

This article extends this literature by examining the connection between participatory propaganda 

and protest movement mobilization in the Global South, demonstrating the global nature of this 

phenomenon. It thus provides further evidence for the emerging view that in the 21st century, prop-

aganda is evolving from persuasion to participation, becoming a more potent tool for shaping col-

lective behavior. This perspective encourages us to broaden our focus beyond computational prop-

aganda, which typically focuses on actors like "bots," "buzzers," and "trolls" (Woolley & Howard, 2016; 

Sastramidjaja & Wijayanto, 2022; Rasidi, 2023; Ledford, 2024). Instead, we should consider more 

complex conceptualizations that account for how propaganda integrates into online communities 

and audiences, whether they are aware or unaware, as both recipients and contributors to propa-

gandistic content generation and dissemination. In this work, I demonstrate how far-right Islamist 

groups leverage the participatory nature of digital communication by fostering collaborative efforts 

among various groups, including activists, political elites, hyper-partisan media, social media influ-

encers, and ordinary citizens to achieve mobilization goals. This approach allows for a more nu-

anced understanding of how propaganda operates, including both the intentional efforts of paid 
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actors and the unintentional coordination among individuals who may not share the same goals or 

even be aware of their role in the mobilization. 

In what follows, I will identify six digital tactics employed by far-right strategic actors and their sup-

porters. These tactics are instrumental in initiating and shaping participatory propaganda cas-

cades, which ultimately drive multiple mobilization successes. Through the systemic integration of 

various techniques facilitated by technological advancements, the strategic use of behavioral sci-

ences within a participatory propaganda model, and the emerging logic of aggregation in social 

movements, propagandists can deliberately target specific audiences.  

Beyond Manipulation: How Digital Platforms Reshaped 
Propaganda into a Participatory Process 
Propaganda, once viewed as a top-down, centralized effort to manipulate the public, has evolved 

significantly in the digital age. While classical theorists like Lasswell and Bernays saw propaganda 

as a strategic tool used by states and large institutions, this model is no longer sufficient. Today, 

propaganda is a more fluid and decentralized form of communication. Traditional distinctions be-

tween a "propagandist" and an "audience" are collapsing as digital platforms enable individuals to 

become active participants. Modern propaganda invites engagement, thriving on user-generated 

content, and spreading through interpersonal networks and algorithmic amplification. This partic-

ipatory nature means propaganda is often co-created, with its influence growing as users actively 

shape, repeat, and reinforce the message. 

The shift to participatory propaganda is particularly evident in movements like QAnon and Indone-

sia’s Aksi Bela Islam (ABI). These movements demonstrate that ideological momentum doesn't re-

quire a strong, centralized authority. Instead, it can build from fragmented and loosely coordinated 

networks. Propaganda in this context isn't about converting audiences to a single, coherent ideology 

but rather about activating existing ideological positions and emotions. It operates by reframing 

events to fit pre-existing worldviews, using repetition and emotional resonance to transform beliefs 

into entrenched opinions and moral imperatives. For example, the claim that the 2020 U.S. election 

was 'stolen' or that Ahok 'insulted Islam' becomes not just a statement of belief but a moral imper-

ative tied to identity, belonging, and political action. Once internalized, these narratives justify col-

lective action as a rational and even necessary response. This process turns users from passive re-

cipients into active propagators, making them unwitting collaborators in a broader ideological pro-

ject. 

This evolution is closely tied to the logic of aggregation, a concept describing how digital platforms 

allow dispersed individuals to rapidly form large-scale collective entities. This logic prioritizes flex-

ible, loosely connected networks over hierarchical structures, enabling the viral circulation of in-

formation and the quick mobilization of people around shared grievances. Participatory propa-

ganda complements this logic by providing the ideological fuel for these aggregated communities. 
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As individuals coalesce online, they don't just consume content; they actively produce, share, and 

amplify persuasive messages, reinforcing collective narratives. The ABI movement is a prime ex-

ample: a viral video served as both a catalyst and a connective tissue, rapidly aggregating individuals 

and enabling a form of participatory propaganda that influenced national discourse and translated 

into large-scale physical protests. 

The mutually reinforcing relationship between aggregation and participatory propaganda creates 

a powerful, yet fragile, model for social movements in the digital age. While this combination can 

lead to rapid mobilization and significant political effects, it often lacks sustainability. The same 

logic that facilitates swift aggregation can also cause movements to dissolve just as quickly as they 

form. Without enduring organizational structures or long-term strategies, these movements strug-

gle to maintain momentum beyond short-term peaks. Therefore, while participatory propaganda 

is highly effective at drawing ordinary users into ideological struggles and activating them in digital 

spaces, its long-term impact can be ephemeral, highlighting the precarious nature of digitally-

driven collective action. 

Digital Tactics for Mobilization Within Participatory 
Propaganda Model 
In this section, I discuss six digital tactics the Islamist movement uses to engage online audiences 

and actively involve them in disseminating persuasive messages, which contributes to successful 

mobilization. As the table below will demonstrate, the observed mobilization process featured both 

explicit and implicit modes of participatory propaganda (Repnikova & Fang, 2018), with a predomi-

nant use of explicit calls for involvement. 
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Table 1: Digital Tactics in Participatory Propaganda 

Tactic Key Mechanisms Examples & Impacts 

Provocative Con-
tent 

Fake news, memes, emo-

tional narratives inciting 

outrage 

Edited video sparked viral outrage; 346K views, 11K 
shares; catalyzed ABI mobilization 

Echo Chambers Selective information, alter-

native media, ideological 

isolation 

Exclusive use of Islamic media (e.g., 

habiebrizieq.com); #BoikotMetroTV or mainstream 

media boycott; migration to alt-tech platforms like 
RTimes 

Algorithm Manip-
ulation 

Use of bots, buzzers, influ-

encers, symbolic hashtags 

to game platform visibility 

Muslim Cyber Army, trending hashtags; human-led 
manipulation key over automation 

Call to Action / In-
ternet Jihad 

Narratives invoking Islamic 

duty to share, like, post; 

content rewards 

Quotes from ulama, Quranic references; youth post-
ing selfies; calls to "use smartphones as weapons" 

Crowdsourcing 

(Beyond Content) 

Fundraising, volunteer co-

ordination, logistics via 
online platforms 

MCA recruitment through shahada pledge; Grass-

roots community logistics; Muslim punk group 
providing demo support 

Act of Disconnec-

tion 

Unfriending, group exits, 

polarization in digital and 
real-world communities 

WhatsApp group exits, mosque refusals to accept 

Ahok supporters' funerals; intensified social and reli-
gious polarization 

Conclusion 
The article has examined the role of digital technologies in the emergence of far-right Islamist pro-

test mobilization in Indonesia, specifically focusing on six digital tactics that contribute to partici-

patory propaganda cascades. Building on previous research, I have suggested that the capabilities 

of digital technologies play a crucial role in shaping contemporary social movement mobilization. 

To substantiate this contention, the article moves away from the binary discussions surrounding 

the rise of far-right Islamist mobilization. Instead, it argues that since the advent of the privately 

owned social networking sites in Indonesia, the process of Islamist mobilization online has under-

gone a transformation toward a more participatory form. In contrast to the authoritative, top-down 

modes of propaganda in traditional Islamist movements, the contemporary mobilization efforts 

strategically leverage the interactive nature of digital communication, fostering a collaborative ef-

fort between far-right activists, political elites, hyper-partisan media, social media influencers, and 

ordinary citizens. 

This abstract was accepted for the conference but has not been presented in person. 
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Abstract 
This article sets off for an exploration of the still evolving discourse surrounding artificial intelli-

gence (AI) in the wake of the release of Large Language Models (LLMs) within the digitalisation and 

sustainability nexus (Lange & Santarius, 2020). It scrutinizes the pervasive narratives that are shap-

ing the societal engagement with AI (Rehak, 2021), spotlighting key themes such as general purpose, 

agency and decision-making, autonomy, truthfulness, knowledge processing, prediction, neutral-

ity and objectivity, apolitical optimization and democratization. Those narratives combined fuel the 

image of AI as "sustainability game-changer" (UN, 2024) forming the basis for fostering democracy 

and collective well-being. The dualistic portrayal of AI as either a harbinger of societal utopia or dys-

topia makes it even more difficult to evaluate potentials. This article therefore sets out, to analyse 

those narratives critically based on insights from critical computer science, critical data and algo-

rithm studies, STS, data protection theory, as well as from the philosophy of mind and semiotics. 

To properly analyse those narratives, the article first delves into a historical and technical overview 

to contextualizes the AI evolution from its inception in 1955 to its current manifestations in both 

symbolic and subsymbolic systems including the advancement of the AI discourse itself. The article 

then introduces the notion of "Zeitgeist AI" to critique the imprecise, all-encompassing and mis-

leading use of the term "AI" across various societal sectors including energy, transport and environ-

mental protection. Then, by discussing those narratives with technical expertise and nuance, the 

article contextualises and challenges often assumed socio-political implications of AI, uncovering 

in detail and with examples the inherent political, power infused and value-laden decisions within 

all AI applications. At this point, the reconnection with the sustainability discourse becomes fruitful 

in understanding the glass ceiling of transformation (Hausknost, 2019) also in regard to AI. 

mailto:rainer.rehak@weizenbaum-institut.de
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Concluding with a call for a more grounded sustainability engagement with AI, the article carves 

out acute problems ignored by the narratives discussed, and proposes new socio-technical narra-

tives recognizing AI as a human-directed tool necessarily subject to societal governance and with a 

need to be integrated into existing democratic structures and sustainability regimes (e.g. Kwet, 

2024). The conference presentation was based on two recent publications (Rehak 2024, 2025). 
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Abstract 
Generative AI has set copyright frameworks ablaze. Courts worldwide have sought to deny copyright 

to works developed with generative AI, hoping to enforce a dichotomy of rights in otherwise identi-

cal works (GenAI vs non-GenAI) without any reliable means of auditing or enforcement – instead 

trusting disclosure and non-functional techno-solutions to ascertain when and how AI has been 

used in a work’s production. Yet generative AI is not only transformative in how it allows us to create 

works. It is changing the forms of the works themselves. Right now, innovators are working tirelessly 

to ratchet up the level of control and speed in AI generation. This means that we are seemingly on 

the eve of a new era: one where creative works can be changed in real-time to the whims of the con-

sumer. Just as film cameras and audio recording gear paradigmatically shifted our relationships to 

media consumption, we are now entering a new phase of creativity. It demands a new phase of reg-

ulatory creativity to meet it. 

Generative AI has set copyright frameworks ablaze (Burk, 2023; Cooper, 2024; Guadamuz, 2023; Lee, 

2024; Lemley, 2024; Hugenholtz and Quintais, 2021). Courts worldwide have sought to deny copy-

right to works developed with generative AI, hoping to enforce a dichotomy of rights in otherwise 

identical works (GenAI vs non-GenAI) without any reliable means of auditing or enforcement – in-

stead trusting disclosure and non-functional techno-solutions to ascertain when and how AI has 

been used in a work’s production (Cooper, 2024). Worse, copyright is being separated out granularly 

within works between those elements which were created using AI and those which weren’t, incen-

tivising the development of unreliable surveillant artist-process-tracking technologies. In the mire 

of this chaos, content platforms are increasingly flooded with generative-AI-assisted works as 

mailto:z.b.cooper@vu.nl
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algorithms evaluate their popularity to generate and regenerate the best possible works for greater 

algorithmic visibility. 

Critically, generative AI seemingly undermines the conventional economic rationale for copyright 

– that rational market participants will not invest in the creation of a work if they are not then 

granted exclusive rights to it – as miniscule investment can produce enormous gluts of content 

(Hurt and Schuchman, 1966; Ohly and Klippel, 2007; Klass et al., 2021; Drahos and Braithwaite, 2002; 

Directive 2001/29/EC; U.S. Constitution, Art. I, § 8, cl. 8). 

In turn, copyright is at a purposive crossroads – should it seek to stimulate a certain type of higher-

investment content, which is not easily generated (say, a huge-cost Hollywood production)? Or does 

it only need to support the functioning of a market, even if that market is flooded with low-invest-

ment content (say, relentless droves of AI slop)? How might it hope to differentiate which should 

receive rights, and critically – is a rights framework the best means of regulating this? 

Yet generative AI is not only transformative in how it allows us to create works. It is changing the 

forms of the works themselves. Of course, artists can now easily create songs that never end and 

artworks that continue to expand infinitely, as generative AI shatters former temporal and spatial 

boundaries. However, these are not the most radical implications of generative AI for creativity. 

Right now, innovators are working tirelessly to ratchet up the level of control and speed in AI gener-

ation.1 This means that we are seemingly on the eve of a new era: one where creative works can be 

changed in real-time to the whims of the consumer. 

What is the role of copyright in a world where everything can be turned into everything else at the 

direction of the consumer? Where creative works can be remixed instantaneously into the pre-

ferred form of their audiences? Fundamentally, this ability for bi-directional creativity – wherein 

each artwork becomes its own canvas, each song its own instrument – foundationally reorients our 

relationship with creativity and consumption, blurring the line between artist and audience. Criti-

cally, there is also a bi-directional relationship between copyright itself and the markets it seeks to 

stimulate. Copyright’s role as a “production incentiviser” is especially tenuous as content markets 

continue to shift towards prosumer platform environments where algorithmic visibility is depend-

ent on huge amounts of content being created and repurposed constantly. These are the exact mar-

ket dynamics that generative AI allows content creators to meet, who can competitively knock up 

higher and higher quality videos multiple times a day, complete with bespoke soundtracks and aes-

thetic differentiation – no longer confined to their present circumstance.  

Further, if innovation enables GenAI-enabled interactive content to develop as a popular norm for 

platform prosumption, with content immediately being fed back into the platform to fuel mass viral 

repurposing, copyright laws predicated on protecting your economic rights through controlling 

uses of your own work may dwindle in relevance. Rather, overly controlled works may be least val-

uable for their absence from interactive content platforms actively populated by millions of 

 

1 See, for example, the work of the Dadabots at www.dadabots.com. 

http://www.dadabots.com/
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prosumers who want to play with the content. In turn, copyright’s relevancy may (in many instances) 

be mitigated to a right to “choose” to release your work into the wild and hope to subsidiarily profit. 

If the purpose of copyright is inherently challenged then, what role should it play in governing 

emerging digital works, whose forms and functionalities (as well as the markets in which they cir-

culate) radically differ from those that foundational copyright frameworks were developed to regu-

late? As we enter an age where individuals are able to create infinite streams of interactive fluid 

media with minimal effort, copyright's incentive structures are distorted, its objectives perverted 

and (if we are unable to meet this moment) its abuse protected (Cooper, 2024). Just as film cameras 

and audio recording gear paradigmatically shifted our relationships to media consumption, we are 

now entering a new phase of creativity. It demands a new phase of regulatory creativity to meet it. 
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Abstract 
This extended abstract summarizes the Critical Participatory Co-Design (CPC) Method. Responding 

to the need for broader democratic participation, this method facilitates the participation of com-

munities in envisioning responsible technology design and deployment for large-scale transitions. 

The CPC method combines Participatory Design’s paper prototyping for scenario building and the 

creation of shared languages, the steps of Critical Making, and exploits biases in generative AI to 

create reflexive discussions among participants. Examples of how participants interacted with the 

method are presented to summarize the first steps towards its validation. 

Introduction 
Science has long been concerned with finding ways to address the societal impact of technologies. 

Feenberg argued that modern technologies are not neutral, and their negative effects are not mere 

unintended side effects. He advocated for broader societal participation to understand technology’s 

democratic potential (Feenberg 1991; 1999; 2005). As humanity continues to drive large-scale digital 

transformations, it will remain important to critically examine and reflect on the promises, imagi-

naries, and biases that such endeavors reproduce and amplify.  

This study focuses on the Critical Participatory Co-Design (CPC) method (Sipos, 2025). The method 

was developed to support reflexive participation utilizing speculative methods. It allows broader 
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audiences to engage with “postdigital futures,” i.e., what might lie beyond the hype and promises of 

digital solutions (Macgilchrist et al. 2024). 

The quick development and general accessibility of generative artificial intelligence (genAI) create 

a window of opportunity to utilize the technology in novel ways. Learning from Participatory Design 

methods, shared languages must be created between diverse participants to generate visions of 

more democratic technological futures (Bødker et al. 2000). Recent approaches in Transition De-

sign focus on mapping systems with and showing stakeholders common starting points for inter-

ventions (Irwin 2018), supporting them to focus on the changeable. Furthermore, with complexity, 

quick fixes are not sufficient (Barendregt et al. 2024). Complex issues, also known as wicked prob-

lems (Rittel and Webber 1973), require long-term involvement, but such commitment excludes 

many members of society. The question of who gets to participate (Elovaara et al. 2006; Macgilchrist 

et al. 2024) and how equitable participation can be enabled is to be critically examined if we want 

visions of possible futures to include broader societal considerations.  

The CPC Method in Brief 
Before this background, the CPC method addresses the following three questions: how to create 

shared languages between diverse participants; how to support critical thinking and reflection 

about deeply political sociotechnical questions in an accessible manner and through these, the im-

agination of alternative futures; and how to achieve this in a limited amount of time, allowing for 

more democratic participation. 

One example of a major and upcoming arena of digital transformation affecting many is the transi-

tion of smart cities to metacities (Bibri et al. 2022). It promises that all infrastructure related to a city 

– education, bureaucratic processes, retail, and social life – will be fully virtual. Yet, our struggle with 

technology-driven, sterile, and unappealing visions of the smart city was already questioned a dec-

ade ago (Greenfield 2013), lacking a responsible examination of privacy, inclusion, or access. Ac-

cording to the current sociotechnical imaginary, the shortcomings of smart cities can be redeemed 

with new transitions in a people-centered way (ITU 2023). 

Thus, a workshop organized for urban designers interested in this topic provided an adequate back-

drop to test the CPC method. Before the workshop, expert validation of the method was conducted 

(n=6), and during the workshop with urban designers (n=15), empirical research was conducted to 

collect qualitative and comparative quantitative data from pre- and post-workshop surveys.  

Briefly summarized for this extended abstract, the CPC method combines three methods. First, pa-

per prototyping, a tool used in Participatory Design to create shared languages (Simonsen and Rob-

ertson 2013). Second, critical making, an interactive method developed to unpack wicked problems 

(Ratto and Hockema 2009). Third, human-AI collaboration, image-to-image genAI is used for the 

exploitation of biases inherent in AI datasets, as visual starting points for reflexive discussions. This 
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step is facilitated with an open-source device built for the workshop, called Street2Paradise_1 that 

is capable of taking photos of the scenarios, a simple user interface for prompts, and a screen to 

show the AI’s interpretation. 

The workshop follows the constructivist steps of critical making (ibid.): research, making, and re-

flection. The making step includes analog mock-ups of scenarios as agreed upon by the partici-

pants, depicting what various events and spaces might look like in the metaverse. Then, a specula-

tive genAI visualization is created with a low-cost open-source machine to support the critical-

speculative exploration of digital futures. The practical part is supplemented with reflexive ques-

tions regarding stereotypes reproduced by the genAI, inclusion, and exclusion in future visions, and 

an actionable sharing session on how the participants might use the CPC method. 

Scenarios and Biases Exploited 
The participants decided to explore Lively Neighborhoods, Churches as Community Spaces, Higher 

Education, and Spaces of Celebration in the Metacity as scenarios (see Figure 1).  

Figure 1: The 4 paper mock-up scenarios and their AI interpretations 

        

          

Lively Neighborhoods 

The first group asked themselves what a lively and inclusive neighborhood might look like in a 

Metacity in the year 2100. If all our activities take place in the virtual space, including education, 

bureaucratic processes, retail, and social life, and we might not need any physical infrastructure 

anymore outside of our homes, can we still create lively and inclusive neighborhoods to meet? 

In terms of the biases exploited for reflection, the first group highlighted that when they wanted to 

create the feeling of a community by adding the terms love and empathy to their prompts – and the 

genAI responded with feminine-looking figures. As a group member said, it seemed as if “these 

skills were uniquely reserved for women”. 

 

1 Documentation can be found under https://github.com/vektorious/street2paradise.  

https://github.com/vektorious/street2paradise
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Churches as Community Spaces 

The second group built on the assumption that in the Metacity, people will still want to meet in per-

son to exercise their religion. Inspired by a current project of one of the participants, the group de-

cided to envision churches in the future as places of community, gathering, and exchange. 

Reflecting on their collaboration with the AI, second group highlighted two major points of frustra-

tion: in their interpretation, the church was repeatedly depicted as a “historically anchored” build-

ing, and they had difficulty moving away from the values seemingly embedded in the dataset; yet, 

when they added the term activism, they did not see any interaction or transaction between the ac-

tivists sitting at the table in the forefront and the church representatives standing in the back. The 

group wished for less normativity and more creativity detached from what, in their eyes, were his-

torical-traditional visions for the church’s role. 

Higher Education 

The third group had two participants working with the educational sector, one of them working on 

inclusive, multicultural spaces. Thus, they asked themselves, what would higher education look like 

in a Metacity? 

The third group evaluated their outcomes as very cliché-like, resembling futuristic artworks from 

the 1980s, with white, Saturn-like planets flying in the sky. Then, the term poverty was added to con-

sider what education in a low-income setting might look like in a Metacity. This resulted in an image 

that, according to their evaluation, reproduced a major stereotype: a person either in a blue head-

scarf or a hoodie, indicating that the biases we currently hold in the West about such attire will con-

tinue to be present in the future. 

Spaces of Celebration 

The fourth group wondered what a social event might look like in the Metacity. After an initial dis-

cussion on how family celebrations were restricted during the COVID-19 pandemic, they settled on 

children’s birthdays to better understand how a birthday could be celebrated in the metaverse if an-

other lockdown would happen in the future. 

The fourth group criticized their genAI companion for not being very creative with the future, not 

thinking beyond concrete in the cityscape, and creating too clean visuals; for example, no graffiti 

was to be seen in the pictures. The outcomes were evaluated as abstract rather than concrete, idyllic 

and harmonic, resembling “crazy dreams” rather than reality or future visions. 
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Preliminary Validation 
Preliminary data shows the validity of the workshop in the three considerations outlined above. The 

participants positively evaluated both critical making and paper prototyping to create shared lan-

guages between them. The participants appreciated critical making as an approach to “not being 

always so cerebral, yet receiving stimulus for reflection”, supporting critical thinking and reflection 

in an accessible way. Finally, the statistical analysis of the pre- and post-workshop surveys, using a 

paired t-test showed a significant increase in how often participants plan to use critical thinking in 

their work after the workshop (p-value =0.026).  

Most importantly, participants declared themselves ready to use the method as a tool in their own 

participatory praxis: to generate ideas with the public, to engage youth in urban design workshops 

and school classes as a critical educational tool supporting critical discussions among students, and 

to teach pupils media literacy skills. In summary, they evaluated the method as applicable for par-

ticipatory engagement with broader audiences. 

Conclusion 
To conclude, this bricolage of methods could be used in any setting where large-scale digital trans-

formation is planned, and decision-makers wish to handle this responsibility in a democratic and 

anticipatory manner. Visions of possible futures contributing to large-scale digital transformations 

need to include broader societal considerations enabled by validated methods supporting equitable 

participation. CPC is thus a method to reopen Feenberg’s problem space of broader democratic par-

ticipation in digital transitions, contributing to discussions on how to empower people in online 

spaces and better represent citizens’ perspectives. 
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Abstract 
The increasing presence of AI and machine learning in young people’s lives underscores the need 

for computational empowerment in education. This paper explores algorithm auditing as a method 

to engage youth in critically analyzing AI systems. Through participatory workshops, high school 

youth audited TikTok’s AI-powered filters, identifying biases in racial and gender representation. 

Using a structured five-step model, youth systematically tested AI outputs, linking biases to design 

choices. Findings demonstrate that youth can effectively conduct algorithm audits, fostering critical 

awareness of AI systems. We discuss implications for integrating auditing into classrooms to en-

hance computational literacy and ethical AI engagement. 

Introduction 
The increasing presence of AI and machine learning (AIML) technologies in young people’s lives — 

social media filters, recommendation systems, voice assistants, and more — has led to calls for en-

hancing youths’ understandings of these applications (e.g., Long & Magerko, 2020; Touretzky et al., 

2019). Several frameworks, in particular computational empowerment, encourage learners to 
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“engage critically and curiously with the construction and deconstruction of technology” (Dindler 

et al., 2022, p. 121), addressing both functional and ethical issues (DiPaola et al., 2020). However, in-

tegrating this approach into K–12 education poses challenges, including the need for participatory 

practices, educational principles, and scaffolding tools.  

In this paper we propose the use of algorithm auditing as a method to foster computational empow-

erment in youth. Algorithm auditing (also called AI auditing) involves “repeatedly querying an algo-

rithm and observing its output to draw conclusions about the algorithm’s opaque inner workings 

and potential external impacts” (Metaxa et al., 2021b, p. 272). Auditing is traditionally a practice con-

ducted entirely by experts (Metaxa et al., 2021a; Sandvig et al., 2014; Sweeney, 2013), though more 

recent work has begun including everyday users as participants in audits (DeVos et al., 2022; Lam et 

al, 2020; Shen et al., 2021). It involves systematically testing AI systems to reveal biases and social 

impacts. Prior research has involved youth in software testing (Druin, 2002), but the potential for 

youths’ involvement in systematic AI auditing remains underexplored (e.g., Zimmerman-Niefeld et 

al., 2020). Our research focused on engaging high school youth in participatory workshops design-

ing (constructing) and auditing (deconstructing) AI-powered image filters used by the video-based 

social media platform TikTok. By piloting instructional scaffolds for auditing, we helped youth sys-

tematically analyze AI’s impact and biases (Coenraad, 2022; Salac et al., 2023; Solyst et al., 2023), and 

moreover to identify specific issues of interest to the youths themselves. Algorithm auditing ex-

pands existing AI education efforts by positioning youth as external evaluators. 

Context 
We conducted workshops at a local science center with groups of high school youth (ages 14-16 

years) to teach them about algorithm auditing and understand how they engaged in the process. 

Adapting expert auditing methods (Morales-Navarro et al., 2025) into a five-step model — hypothe-

sis development, input generation, testing, analysis, and reporting — created a structured, accessi-

ble approach for youth (see Table 1). The specific AI model being audited was the text-to-image AI 

model available through Effect House, TikTok’s AI filter development environment. This model ap-

plies the user’s text prompt (e.g., “anime style”) to any input image, also provided by a user (e.g., a 

photo of a celebrity), outputting a stylized version of the original (e.g., an image that looks similar to 

the input celebrity photo, but stylized in the anime illustration style). 
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Table 1: Algorithm Auditing Approach: Five Steps and Scaffolds 

Activity/Step Scaffolds 

Step 1: Developing a Hypothesis Provided examples of hypotheses, modeled how to generate a hy-

pothesis together, time for open-ended exploration or play. 

Step 2: Generating a set of systematic, 
thorough, and thoughtful inputs  

Designed a two-axis input organizer and asked the youth to fill it 
out with at least 30 images 

Step 3 – Running tests Designed a table for students to record input and output pairs and 

take notes on specific things in their outputs  

Step 4 – Analyzing the data Suggested ideas for the kind of analysis the students could do 
(calculating percentages/describing in detail the outputs) 

Step 5 – Reporting results Recommended potential audiences and gave them examples of 

audit reports done in previous workshops 

Findings 
We present a case study following two youths in our workshop, Ishmael (14 years) and Ziyi (15 years), 

as they designed and audited generative AI filters using TikTok’s Effect House. In terms of designing 

AI filters, Ishmael and Ziyi experimented with prompts to create AI-generated effects starting with 

broad descriptions (e.g., “elephant, trunk, grey”), but found the changes to their input images were 

minimal. Adjusting the prompt strength (a numerical parameter determining the degree to which 

the filter is allowed to change the input image) improved their transformations. They then designed 

a “Disney Princess Aurora” filter that they hoped would make their outputs look like a Disney prin-

cess version of the input images, but were disappointed to find that the filter consistently lightened 

input images’ skin tones. This led them to create a “Princess Tiana” filter with attributes specific to 

that African American character. Their testing revealed that it darkened all skin tones. The combi-

nation of their testing of these two filters prompted discussions about racial bias in AI-generated 

imagery.  

Next, our activity had them change perspectives, from designers of AI filters and testers of their own 

design, to external auditors of their peers’ design. Without access to the input prompt used by their 

peers, youth audited a peer-designed filter that gave users red hair, red clothing, and a cloudy sky 

background. They hypothesized that it exaggerated feminine traits and tested this hypothesis on a 

diverse set of images. Despite their test dataset including photos of men, women, and non-binary 

individuals of various racial backgrounds, they observed that the filter’s outputs all appeared 
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female, with many displaying Eurocentric features like blush and tanned skin (see Figure 1). They 

systematically analyzed the results, documenting and counting hairstyle, clothing, and gender 

presentation changes. Finally, they shared their findings in a humorous TikTok video, energetically 

and humorously explaining their audit protocol and its conclusions. Through this process, Ishmael 

and Ziyi critically explored AI biases, particularly those pertaining to racial and gender representa-

tion, while learning about prompt design and systematic auditing. 

Figure 1: Auditing the filter: An excerpt of users’ table for recording audit results containing input and output pairs along with their notes. 

 

Discussion 
This paper investigates algorithm auditing as a method to empower youth in critically analyzing and 

evaluating machine learning (ML) applications. Youth followed a five-step model guiding their al-

gorithm audits of a TikTok filter. The model was based on literature on expert- and end user-driven 

algorithm audits, helping them make inferences about AI models’ data and design. Youth identified 
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biases and linked them to specific design choices, demystifying ML systems. Related research 

demonstrated that algorithm auditing of youth was as effective in identifying algorithmic bias in 

social media filters as that of experts, even though they used smaller data sets for their audits and 

analysis.  

To enhance auditing activities for youth, we suggest improving support for data collection, analysis, 

and reporting. Generating datasets collaboratively and incorporating statistical tools for analysis 

could make the process more effective. Future implementations might include a sixth step focusing 

on their reflections. Additionally, integrating auditing into classrooms requires selecting AI/ML sys-

tems suitable for the classroom, establishing collaborative structures, and training teachers. Lim-

ited access to TikTok in many schools is a challenge that highlights the need for alternative applica-

tions and settings. Ultimately, we position algorithm auditing as a powerful tool for computational 

empowerment, helping youth critically engage with AI/ML technologies while fostering deeper un-

derstanding and awareness of biases and system design choices.  

Funding Information and Acknowledgements 
The work reported in this paper was supported by National Science Foundation grants #2333469 

and #2342438 to the first and last authors. Any opinions, findings, and conclusions or recommen-

dations expressed in this paper are those of the authors and do not necessarily reflect the views of 

the National Science Foundation or the University of Pennsylvania.  

References 
Coenraad, M. (2022). “That’s what techquity is”: Youth perceptions of technological and algorithmic 

bias. Information and Learning Sciences, 123(7/8), 500–525. https://doi.org/10.1108/ILS-02-2022-

0023 

DeVos, A., Dhabalia, A., Shen, H., Holstein, K., & Eslami, M. (2022, April). Toward user-driven algo-

rithm auditing: Investigating users’ strategies for uncovering harmful algorithmic behavior. In 

Proceedings of the 2022 CHI Conference on Human Factors in Computing Systems (pp. 1–19). ACM. 

https://doi.org/10.1145/3491102.3501821 

Dindler, C., Smith, R., & Iversen, O. S. (2020). Computational empowerment: Participatory design in 

education. CoDesign, 16(1), 66–80. https://doi.org/10.1080/15710882.2019.1654526 

DiPaola, D., Payne, B. H., & Breazeal, C. (2020, June). Decoding design agendas: An ethical design ac-

tivity for middle school students. In Proceedings of the Interaction Design and Children Conference 

(pp. 1–10). ACM. https://doi.org/10.1145/3392063.3394433 

https://doi.org/10.1108/ILS-02-2022-0023
https://doi.org/10.1108/ILS-02-2022-0023
https://doi.org/10.1145/3491102.3501821
https://doi.org/10.1080/15710882.2019.1654526
https://doi.org/10.1145/3392063.3394433


\54 
 

Weizenbaum Conference 2025 

Druin, A. (2002). The role of children in the design of new technology. Behaviour & Information 

Technology, 21(1), 1–25. https://doi.org/10.1080/01449290110108659 

Lam, M. S., Gordon, M. L., Metaxa, D., Hancock, J. T., Landay, J. A., & Bernstein, M. S. (2022). End-user 

audits: A system empowering communities to lead large-scale investigations of harmful algorith-

mic behavior. Proceedings of the ACM on Human-Computer Interaction, 6(CSCW2), 1–34. 

https://doi.org/10.1145/3555101 

Long, D., & Magerko, B. (2020, April). What is AI literacy? Competencies and design considerations. 

In Proceedings of the 2020 CHI Conference on Human Factors in Computing Systems (pp. 1–16). ACM. 

https://doi.org/10.1145/3313831.3376727 

Metaxa, D., Gan, M. A., Goh, S., Hancock, J., & Landay, J. A. (2021). An image of society: Gender and 

racial representation and impact in image search results for occupations. Proceedings of the ACM 

on Human-Computer Interaction, 5(CSCW1), 1–23. https://doi.org/10.1145/3449102 

Metaxa, D., Park, J. S., Robertson, R. E., Karahalios, K., Wilson, C., Hancock, J., & Sandvig, C. (2021). 

Auditing algorithms: Understanding algorithmic systems from the outside in. Foundations and 

Trends® in Human–Computer Interaction, 14(4), 272–344. https://doi.org/10.1561/1100000071 

Morales-Navarro, L., Shah, M., & Kafai, Y. B. (2024, March). Not just training, also testing: High 

school youths' perspective-taking through peer testing machine learning-powered applications. 

In Proceedings of the 55th ACM Technical Symposium on Computer Science Education, Vol. 1 (pp. 

881–887). ACM. https://doi.org/10.1145/3545945.3569821 

Morales-Navarro, L., Kafai, Y. B., Vogelstein, L., Yu, E., & Metaxa, D. (2025). Learning about algorithm 

auditing in five steps: Scaffolding how high school youth can systematically and critically evaluate 

machine learning applications. In Proceedings of the AAAI Conference on Artificial Intelligence, 39. 

Salac, J., Landesman, R., Druga, S., & Ko, A. J. (2023, June). Scaffolding children’s sensemaking 

around algorithmic fairness. In Proceedings of the 22nd Annual ACM Interaction Design and Chil-

dren Conference (pp. 137–149). ACM. https://doi.org/10.1145/3585088.3589370 

Sandvig, C., Hamilton, K., Karahalios, K., & Langbort, C. (2014). Auditing algorithms: Research meth-

ods for detecting discrimination on internet platforms. In Data and discrimination: Converting crit-

ical concerns into productive inquiry (pp. 43–49). https://doi.org/10.2139/ssrn.2477598 

Shen, H., DeVos, A., Eslami, M., & Holstein, K. (2021). Everyday algorithm auditing: Understanding 

the power of everyday users in surfacing harmful algorithmic behaviors. Proceedings of the ACM on 

Human-Computer Interaction, 5(CSCW2), 1–29. https://doi.org/10.1145/3479618 

Solyst, J., Yang, E., Xie, S., Ogan, A., Hammer, J., & Eslami, M. (2023). The potential of diverse youth as 

stakeholders in identifying and mitigating algorithmic bias for a future of fairer AI. Proceedings of 

the ACM on Human-Computer Interaction, 7(CSCW2), 1–27. https://doi.org/10.1145/3610184 

https://doi.org/10.1080/01449290110108659
https://doi.org/10.1145/3555101
https://doi.org/10.1145/3313831.3376727
https://doi.org/10.1145/3449102
https://doi.org/10.1561/1100000071
https://doi.org/10.1145/3545945.3569821
https://doi.org/10.1145/3585088.3589370
https://doi.org/10.2139/ssrn.2477598
https://doi.org/10.1145/3479618
https://doi.org/10.1145/3610184


\55 
 

Weizenbaum Conference 2025 

Sweeney, L. (2013). Discrimination in online ad delivery: Google ads, black names and white names, 

racial discrimination, and click advertising. Queue, 11(3), 10–29. 

https://doi.org/10.1145/2460276.2460278 

Touretzky, D., Gardner-McCune, C., Martin, F., & Seehorn, D. (2019, July). Envisioning AI for K-12: 

What should every child know about AI? In Proceedings of the AAAI Conference on Artificial Intelli-

gence, 33(01), 9795–9799. https://doi.org/10.1609/aaai.v33i01.33019795 

Zimmermann-Niefield, A., Polson, S., Moreno, C., & Shapiro, R. B. (2020, June). Youth making ma-

chine learning models for gesture-controlled interactive media. In Proceedings of the 19th Annual 

ACM Interaction Design and Children Conference (pp. 63–74). ACM. 

https://doi.org/10.1145/3392063.3394406

 

  

https://doi.org/10.1145/2460276.2460278
https://doi.org/10.1609/aaai.v33i01.33019795
https://doi.org/10.1145/3392063.3394406


\56 
 

Weizenbaum Conference 2025 

Empowering People in Online Spaces:  
Democracy and Well-Being in Digital Societies 

Measuring Generative AI Knowledge 
A Comparative Study of Self-Assessment, Conceptual Understanding, 
and Factual Knowledge 

Kiran Kappeler \\ University of Copenhagen \\ Copenhagen \\ Denmark 

kkap@hum.ku.dk 

 

Michael V. Reiss \\ Leibniz Institute for Media Research | Hans-Bredow-Institut \\ Hamburg \\ 

Germany 

m.reiss@leibniz-hbi.de 

 

Judith Möller \\ Leibniz Institute for Media Research | Hans-Bredow-Institut \\ Hamburg \\ 

Germany 

j.moeller@leibniz-hbi.de  

 

KEYWORDS 

generative AI, generative AI knowledge, digital skills, online survey, measurement, digital 

inequality 

Introduction 
Since late 2022, generative AI (GenAI) tools like ChatGPT have rapidly gained popularity, with 44% 

of people in Germany using them (Reiss et al. 2025). Digital literacy, often seen as essential for the 

successful adoption of digital technologies (Hargittai and Micheli 2019), has been linked to various 

outcomes, such as effective use of voice assistants (Gruber et al. 2021), privacy protection (Büchi, 

Just, and Latzer 2017), and managing algorithmic risks (Kappeler et al. 2023). While much research 

has focused on digital skills (see e.g., Allmann and Blank 2021; Dogruel et al. 2021), the emerging field 

of GenAI knowledge is still in early stages (see e.g., Mansoor et al. 2024; Pinski and Benlian 2023). 

This study is grounded in theories of digital divides and inequalities (van Dijk 2020), which suggest 

that differences in digital literacy can reinforce social ones (Blank and Lutz 2018). We argue that 

GenAI knowledge, like AI literacy (Wang, Rau, and Yuan 2023), influences the use of GenAI tools, 

with potential consequences for digital inequalities. Thus, examining GenAI knowledge is crucial as 

these tools become more widespread in daily life. In this study, we aim at exploring efficient ways of 

measuring GenAI knowledge, comparing self-assessments, conceptual understanding, and factual 
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knowledge. Hence, this study offers a reliable scale for measuring GenAI knowledge in future sur-

veys and contributes to the understanding of GenAI knowledge and digital inequalities in the con-

text of human and artificial intelligence. 

Method 
Data collection for this study was based on an online survey and included a pretest (n = 24) as well 

as the main data collection, which was conducted in two phases in spring 2025 (phase 1: n = 290; 

phase 2: n = 787). The sample is representative of internet users in Germany aged 16 years and above 

regarding age, gender, education and state of residence. 

In our analysis, we compared three measures of GenAI knowledge: self-reported GenAI knowledge 

(“To what degree do you know about AI and chat-based AI applications?” with answer options rang-

ing from 1 = “very bad” to 5 = “very well”), understanding of GenAI-related terms, i.e., GenAI skills 

(e.g., “prompt”, “ChatGPT”, with answers ranging from 1 = “I do not understand what is meant by this 

at all” to 5 = “I fully understand what is meant by this”), and factual GenAI knowledge (“What do you 

think about the following statements. Are these correct or false?” e.g., “The development of chat-

based AI tools requires big quantities of data”). 

For item development, we followed a multi-step procedure (Wang, Rau, and Yuan 2023; Hinkin 

1998). First, we generated the items and tested the general applicability and fit through a pretest 

with a diverse sample. For the GenAI-related terms, we applied exploratory factor analysis (EFA) 

based on phase 1 of the data collection and, subsequently, a confirmatory factor analysis (CFA) based 

on phase 2 of the data collection. The GenAI knowledge scale was developed and validated using the 

full main sample, based on principles of Item Response Theory—specifically, the Rasch model. 

We developed our items based on existing literature on digital and AI literacy skills (see e.g., Dogruel, 

Masur, and Joeckel 2022; Hargittai et al. 2020; Kappeler 2024; Wang, Rau, and Yuan 2023; Yuan, Tsai, 

and Chen 2024) and iterative brainstorming within the research team. This process resulted in 14 

GenAI-related terms and 23 GenAI knowledge questions. 

Preliminary Findings 
The EFA in phase 1 led us to nine items loading onto one factor, with factor loadings of at least .56 

each. Subsequently, in phase 2, after stepwise exclusion of four misfitting items, model fit was good 

(χ²(5) = 20.528, p < .001; CFI = .985; RMSEA = .063; SRMR = .025; Cronbach’s α = .79), meeting Hu and 
Bentler’s (1999) criteria and exceeding the strictest dynamic fit cutoffs per McNeish and Wolf (2023). 

The five remaining GenAI-related terms are “Generative AI”, “OpenAI”, “Natural Language Pro-

cessing”, “Dall-E”, and “Machine Learning”, with loadings of .65 on average and at least .51. Partici-

pants’ average self-reported understanding of the GenAI-terms was 2.61 (SD = 0.97), while the sin-

gle-item self-assessment averaged 3.08 (SD = 1.27). Convergent validity was supported by a 
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significant positive correlation between the two measures (r = .66, p < .001), indicating they largely 

assess the same construct. For practical reasons, future researchers might consider using the sin-

gle-item self-report as an efficient alternative to the 5-item scale on the understanding of GenAI 

terms. Results for the factual GenAI knowledge items and the Rasch model are currently still out-

standing. 

Conclusion 
This article set out to find out how GenAI knowledge can be measured and how three measure-

ments of GenAI knowledge relate to one another. The comparison revealed a strong correspond-

ence between self-reported GenAI knowledge and participants’ self-assessed understanding of 

GenAI-related terms. Results for the factual GenAI knowledge measure are still pending. Our find-

ings offer valuable insights and guidance on different ways to measure GenAI knowledge, which can 

be used for future research. Based on the results, using the single-item self-reported measure is 

often an efficient and appropriate method for broader studies investigating the relationship be-

tween GenAI knowledge and other concepts.  
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Abstract 
This article addresses ill-structured problems regarding the discourses encircling the term “digital 

sovereignty,” introducing the specific actors (or stakeholders) involved in three European case stud-

ies of digitalization, datafication, and internet infrastructures. We employ a case study method of 

analysis to interweave published talks, a group discussion, and an ethnographical participant ob-

servation to reflect on the question of digital sovereignty as an ill-structured problem. By identify-

ing and explaining digital sovereignty through contextual lenses (national, state, individual, feder-

ated), it opens up the potential for putting forth well-structured problems. Well-structured solu-

tions for digital sovereignty take form only after various iterations, knowledge exchanges, and prac-

tices are clarified, which includes the views of an “emancipated citizenry.” These can appear through 

the design of open source and federated alternatives, as well as through the inclusion of those for-

mally marginalized by society. By demonstrating how, during the past decade and a half, the termi-

nologies surrounding digital sovereignty have been transformed from traditional nation-state 
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policy-making and individual concerns, it puts forth the advancement of federated infrastructures. 

The contribution combines perspectives from policy and philosophy of technology by analyzing ill-

structuredness in three cases and suggests contextual problem-solving strategies to tackle and fur-

ther develop digital sovereignty. 

Digital Sovereignty as an Ill-Structured Problem? 
Digital sovereignty has risen to a key concept indicating both the need for national regulation of 

digital technologies and the hope to enhance citizens’ individual and local sovereignty towards data 

regimes and global digital infrastructures (Calderaro & Blumfelde, 2022; Couture & Toupin, 2019; 

Floridi, 2020; Hutchinson et al., 2024; see, e.g., Pohle & Thiel, 2021). Even though digital sovereignty 

envelops a rhetoric of potential benefits, its implementation also instantiates manifold challenges 

and complexities that have to be considered, for example, how to balance the legitimate interests of 

the state’s and individuals’ data flows. However, policymakers and observers have repeatedly 

pointed out that the notion of digital sovereignty lacks a clear-cut definition (Pohle & Thiel, 2020). 

The discursive landscape can be characterized as driven by competing agendas to enhance either 

individual or territorial sovereignty, attempting to foster participation in complex socio-technical 

settings. 

Thus, Herzog, Zetti, and Preiß (2024) have called for acknowledging that digital sovereignty could be 

understood as an ill-structured problem (ISP) (cf. Simon, 1973). ISPs require epistemic iterations to 

promote even an understanding of the issues to solve––in an attempt to ultimately arrive at a 

clearer, potentially even formalized (well-structured) description. However, we emphasize a need 

to also take critical note of the power dynamics at play and, therefore, depart from an idealized con-

ception of attempts to tackle ISPs by well-ordered discourse. For instance, narratives brought for-

ward by state actors within public discourse may misappropriate tensions between the individual 

and territorial conceptions of digital sovereignty because of their one-sided focus, thereby tending 

to privilege mechanisms that foster territorial sovereignty. 

Viewing Digital Sovereignty Through  
Three Contextual Lenses 
We investigate dynamics and tensions such as these by means of a case study method of analysis 

(cf. Paris et al., 2024) that interweaves published talks, a group discussion, and an ethnographical 

participant observation to reflect on the question of digital sovereignty as an ill-structured prob-

lem, in regard to datafication and infrastructures. Involving scholars, policy makers, public service 

IT managers, social scientists, and the public (users of platforms), three case studies each identify 

digital sovereignty as an ‘ill-structured’ problem, which specifically displays tensions between na-

tional, individual, and federated sovereignty. The first case study critically analyzes public 
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discourses framing digital sovereignty as a (supra-)national matter through the German president’s 

initiative on digital transformation (“Forum Bellevue on the Transformation of Society”). The second 

case study focuses on a German administrative online platform (ZuFiSH) that might foster citizens’ 

digital sovereignty vis-à-vis administrative technology, analyzing empirical material stemming 

from a group discussion in 2024. The third considers digital sovereignty as a core value for a forth-

coming EU-funded open web index (OWI)1 through five questions, drawing on answers and reflec-

tions from the Working Group Ethics, part of the Open Search Foundation, which is developing a 

“values compass” in tandem with the technical development.  

Findings 
All three cases are located within the (supranational) EU, whether the context is national, state, or 

federated. Their analysis indicates that digital sovereignty can be considered as a personal value, 

yet sovereignty is not an exclusively individual, ethical value, but a societal and political one. With-

out a static definition, digital sovereignty then becomes a “discursive claim” as there is no single 

understanding of the term, which in turn is “crucial for its politics and effects and how it shapes the 

EU’s power” (Adler‐Nissen & Eggeling, 2024, p. 3). Nanni, Bizzaro, and Napolitano (2024, 4) declare 

that “[a]t a high level, digital sovereignty is a process rather than a status.” This is echoed by the Zu-

FiSH and OWI cases, where well-structured problems are iterated at different stages, between 

knowledge and practice, which include community data as well as community voice and encom-

passes those of individual participants who take part. This restructuring of a problem, that of defin-

ing digital sovereignty, could follow the lead of indigenous communities’ knowledge of land and 

(digital) communality, which promotes well-being for all and reflects how maintenance, sustaina-

bility, and stewardship are values that could also be included in the concept of digital sovereignty. 

Cammaerts and Mansell suggest how policy and regulatory debate should incorporate the views of 

an “emancipated citizenry” and enable the creation of alternatives (Cammaerts & Mansell, 2020, pp. 

147–148). In this manner, digital sovereignty can reflect another form of organization that is neither 

private nor state but federated and distributed as a form of “digital communality” as with the open 

web index (Ridgway 2025, forthcoming). By demonstrating how, during the past decade and a half, 

the terminologies surrounding digital sovereignty have been transformed from traditional nation-

state policy-making and individual concerns, the article illuminates how digital infrastructures co-

shape individual and collective experiences regarding digital sovereignty from a citizen and user 

perspective.  

 

1 https://openwebsearch.eu 

https://openwebsearch.eu/
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Abstract 
The notion of digital sovereignty is subject to several interpretations, ranging from the individual to 

the territorial and gradations in between. Such shifts in focus are intended to offer conceptual clar-

ity in a domain still finding its footing; however (with few exceptions), comments and critiques of 

the underlying moral philosophies they suggest remain sorely limited in these discussions. In con-

trast, this contribution advances an approach to understanding digital sovereignty and its chal-

lenges by explicitly building on relational ethics—a framework that is currently gaining interest 

within ethical reflections of socio-technical domains. Relational approaches acknowledge the in-

creasingly complex socio-technical relations that we find ourselves embedded in. A core strength 

of relational approaches follows from its emphasis on joining a high regard for the consideration of 

concrete individual lifeworlds and lived experiences with constructive critiques of structural con-

ditions. We argue that the quest for digital sovereignty requires making this connection, as digital 

transformations must avoid creating or exacerbating structural injustices, many of which are best 

understood from individual empirical accounts. 

The Digital Sovereignty Discourse 
Digital sovereignty has enjoyed various conceptualizations in recent research and public discourse 

(see, e.g., Pohle and Thiel, 2021; Couture and Toupin, 2019; Floridi, 2020; ZEIT STIFTUNG BUCERIUS, 
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2024; Calderaro and Blumfelde, 2022). Roberts et al. (2021, p. 6) offer an “overarching definition” by 

taking digital sovereignty as “a form of legitimate, controlling authority […] over—in the digital con-

text—data, software, standards, services, and other digital infrastructure”. This marks an attempt to 

make the definition independent from local, temporal, and perspectival conditions, and relies 

mostly on political power as a concept for legitimacy and control or the (legitimately transferable) 

ability to influence, e.g., regulations (Floridi 2020, p. 371). In line with Herzog et al. (2024), who con-

sider epistemic iterations between different conceptualizations of digital sovereignty, we 

acknowledge that the plurality of contributions by different epistemic communities (e.g., scholars, 

politics, and civil society) not only advances the understanding of digital sovereignty but also sup-

ports the identification of practical steps for guiding a just, inclusive, efficient, and effective digital 

transformation. However, we contend that—with few notable exceptions (e.g., Braun and Hummel, 

2024)—digital sovereignty remains underdeveloped from the perspective of moral philosophy. 

Amending this by drawing on the relatively recent strand of relational ethics (e.g., Birhane, 2021), on 

the one hand, and relational conceptualizations of autonomy, on the other, promises vital insights 

that bear on the question of what it is—with respect to digital sovereignty—that societies should try 

to achieve—and how. 

Relational Autonomy and Ethics 
Roberts et al. (2021) still emphasize a nation’s (as opposed to an individual’s) ability to take control 

over the digital. However, as others have proposed, individual and territorial notions of digital sov-

ereignty are intimately connected (Floridi, 2020). This, of course, also conceives of citizens’ capaci-

ties to exert influence by voting, petitioning, or standing for candidacy in institutions. Accordingly, 

a major concern here appears to be mechanisms of political influence—and, hence, political auton-

omy. There is, as such, a tendency to overlook issues of personal autonomy, which we take as an 

individual’s capacity to authentically express oneself in line with his or her individual values and 

identity while also considering social relations. It is the social embeddedness of autonomy that de-

fines relational accounts (Mackenzie & Stoljar, 2000), which disavow those overly individualistic ac-

counts of autonomy preeminent in the debate that fail to recognize the role of social relations in 

value and identity formations (cf., Nagel and Reiner, 2013; Oshana, 2020). 

We challenge the view that redefining autonomous agency beyond purely individualistic terms 

weakens claims to citizen control in digital societies, or, in other words, that endorsing relational 

autonomy means endorsing paternalism (cf., Humphries, 2025). Rather than negating the ethical 

significance of self-determination, we contend that in the context of the digital transformation, re-

lational perspectives on autonomy can help identify external factors (relations) that help sustain 

personal (and political) autonomy and distinguish these from those that undermine it. These exter-

nal factors also mark possible connections between concrete individual experiences and contin-

gencies within individual lifeworlds and relevant structural conditions established or abolished by 

the digital transformation. Paired with the epistemic commitments of relational ethics—e.g., by 
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focusing on marginalized perspectives—this promises a clearer and more nuanced view of what is 

morally at stake during the digital transformation.  

Relational Ethics’ Potential for  
Substantive Digital Sovereignty 
We propose to characterize relational ethics’ and autonomy’s potential to contribute to an under-

standing of digital sovereignty as a way of realizing substantive digital sovereignty—i.e., as a way of 

enacting specific and socially embedded ways for citizens to exercise their autonomy, both in light 

of their individual situations and despite specific hardships, but also as socially embedded beings, 

who may rely on relations, such as within social and political movements, to make their voices 

heard. Relational ethics directs attention toward marginalized groups, as, e.g., citizens who may rely 

most on government aid often face additional hardships in an increasingly digital world (cf. Dugdale 

et al., 2005; D’Ignazio and Klein 2020, p. 105). In turn, acknowledging relational autonomy, specifi-

cally, points to empowering individuals to take part in—but also direct or even reject—digitalization 

agendas not only through educational means or by providing access to digital infrastructures (cf. 

Herzog and Zetti, 2023) but also by facilitating and recognizing social embeddedness as contrib-

uting to value formation. This would explicitly require countering tendencies to regard citizens as 

individual “customers” of digital public administration services and instead take seriously their ca-

pacity to engage in democratic discourse (Pohle and Thiel, 2020; Bekkers and Zouridis, 1999). In 

practical terms, this calls for commitment toward participatory engagement of citizens by purvey-

ors of the digital transformation, which can also be a viable way to more explicitly consider directing 

advantages resulting from a renewal of public administration toward those most in need.  
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Introduction 
Considering the coloniality of current digital tools and their massive global social and ecological im-

pacts, we inquire how sociocultural information and communication technology (ICT) assemblages 

may support the emergence of sustainable and emancipatory ‘technodiverse futures and techno-

logical pluriverses’ (Ricaurte, 2024 p. 5). How could digitalization support emancipatory struggles, 

be it in the Global North or the Global South, to weave a rhizomatic pluriverse of transformative al-

ternatives aiming to replace the current monocultural and destructive incarnation of digital tech-

nologies? 

We argue for taking the perspective of grassroots social movements and community initiatives as 

seeds of change, and for de-centering technologies by focusing on socio-technical praxes. For ICT 

to play a relevant role in these struggles, transformative initiatives might carry out two tasks: culti-

vating tech discernment; and establishing emancipatory ICT-enabled sociocultural assemblages. 

We illustrate our claim using two practical examples and then conclude. 

Tech Discernment 
To motivate change, such initiatives should first cultivate sophisticated tech discernment with re-

gards to the societal, ecological, and political dimensions of dominant ICT. These tools reinforce and 

(re)produce authoritarian power structures, and legitimize dominant techno-solutionist and 
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control-oriented discourses, even in the name of sustainability transitions (Stirling, 2019; Pearson, 

2024; Angus, 2022; Rehak, 2024), have devastating impacts on ecosystems and human bodies (San-

tarius et al., 2023; The Shift Project, 2024; Tréguer and Trouvé, 2017), are designed, produced, and 

marketed following extractive and (neo)colonial logics including the necessary infrastructures 

(Brodie, 2023; Ricaurte, 2019; Couldry and Mejias, 2023; Kwet, 2019), and largely realize an idea of 

“freedom” that is fundamentally individualistic and aims to sever the material, social, and ecological 

entanglements defining the human condition (Berlan, 2021; Jochum, 2021; Tréguer, 2023) – as op-

posed to freedom as the collective liberation from structures of domination, which may produce 

and sustain collective well-being. 

Emancipatory ICT-Enabled Sociocultural Assemblages 
We argue that informed by such tech discernment, communities and social movements may then 

adopt and establish emancipatory ICT-enabled sociocultural assemblages, allowing for transfor-

mations to take place beyond modern-colonial ways of being. 

Such assemblages should notably be, in no particular order of importance (a) critical, in that they 

explicitly aim at dismantling structures of domination, by adopting decolonial (Alvarado Garcia et 

al., 2021; Manjarrez, 2023; Guerrero Millan, Nissen, and Pschetz, 2024), feminist (Varon and Egaña 

Rojas, 2024; Toupin and Hache, 2015), and care- and relationship-centric approaches (Sursiendo, 

2019; Emmer et al., 2020; Arora et al., 2020; Zakharova and Jarke, 2024) to digital technologies, (b) 

degrowth-oriented (Parrique, 2019; Kerschner et al., 2018; Pansera, Ehlers, and Kerschner, 2019), 

thus aiming to minimise the social and ecological impacts of ICT; and (c) democratic and convivial 

(Beinsteiner, 2020; Christiaens, 2022; Vetter, 2018; Illich, 1973) by placing a strong emphasis on the 

political and epistemological implications of the digital tools being used. 

Integrating these dimensions, we extend the framework of critiques of modernity proposed by An-

dreotti et al. (2015), consisting of the soft, radical and beyond reform categories. By doing so, a typol-

ogy of social-change-oriented digital theories and praxes emerges, hinting towards ICT approaches 

likely to support the unraveling of modernity-coloniality. We argue that truly decolonial approaches 

to ICT need to have a sensitivity to the ontology and epistemology that any praxes embody (Machado 

de Oliveira, 2021; Escobar, 2022). 

Two Examples of Community Networks 
Examples of community networks deployed in two different contexts may help to illustrate what 

forms of social change may take place, or fail to emerge, depending on the depth of critique and tech 

discernment embodied in their ICT praxes. 

For instance, democratic and explicitly political processes have been developed in Mexico to enable 

Indigenous rural communities to develop their own community networks from a critical 
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perspective, instead of following a hegemonic, ‘developmentalist’ approach (Baca-Feldman et al., 

2018; APC, 2021; Parra Hinojosa and Baca-Feldman, 2021). These processes have led to the adoption 

and deployment of tools that could be considered as inherently convivial and degrowth-oriented. 

Such networks can be understood as fitting the beyond-reform category of the typology we suggest 

above, as they do not seek to support modern-colonial approaches to ICT, but rather ‘hack’ existing 

tools for their purposes. 

On the other hand, commons-based peer production networks that connect various initiatives in 

several European countries and beyond (Kostakis and Tsiouris, 2024; Kostakis et al., 2018; Kostakis, 

Niaros, and Giotitsas, 2023), while degrowth-oriented and convivial, seem to fit the radical reform 

category, as they are more firmly inscribed within a modernist paradigm. 

Conclusion 
Making ICT fully sustainable requires fundamental system changes (Hausknost, 2020) reconfigur-

ing all stages of ICT design, production, use, and disposal, as well as the very deployment of the In-

ternet infrastructure, from data center governance to sea cable ownership, following the impera-

tives of a degrowth agenda challenging incumbent powers and undemocratic institutions prevent-

ing ordinary citizens from being political actors. Therefore, any use of ICT in the short term is bound 

to remain unsustainable, and since they are likely unavoidable as part of struggles for civilizational 

transformation, they need to be the object of continuous scrutiny. 
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Introduction 
Algorithmic decision systems are increasingly involved in mediating social relationships (Bucher, 

2018; Elkin-Koren & Perel, 2018; Lazar, forthcoming). They help us to filter through the vast array of 

options on platforms and search engines, help us choose to select the highest-rated restaurant or 

hotel, or find the fastest route to the nearest supermarket. They ensure that we mostly see content 

we like and ads that match our algorithmically determined interests. One reason for the targeted 

application of these complex, socio-technical systems is that they are useful tools for regulating the 

behaviour of larger groups of people by steering it into desired patterns of behaviour, called “algo-

rithmic regulation” (Brownsword, 2005; Katzenbach & Ulbricht, 2019; König, 2020; Yeung, 2018).  

The widespread use of algorithmic decision systems in many commercial contexts has conse-

quently raised concerns over skewed and problematic power relations. The general concern seems 

to be that we are faced with unequal power relations that disadvantage users against opaque tech-

nological systems, or against powerful agents that use them, such as large internet platforms and 

technology companies (Crawford, 2021; Liu, 2018; Miceli et al., 2021; Susskind, 2022).  

In light of the current literature on what problematic about this situation, I agree that this concern 

is best framed as a problem of power: the use of these artefacts not only enhances the ability of cer-

tain agents to achieve their own goals and ends, but also enables them to influence and constrain 

others in achieving theirs. Consequently, we are faced with two problems: the concentration of 

power in the hands of certain agents, such as internet platforms and tech companies, and the lim-

ited agency on the part of those subject to that power. For many, the latter problem consists of 

agents being subject to data surveillance, to manipulation on internet platforms, or opaque algo-

rithmic decision systems that determine and frame their available options. In short, some fear that 

algorithmic decision systems undermine the freedom of those exposed to them. The question now 

is how to bridge the gap between these two issues of power and freedom.  
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In my view, the link between power and freedom is ‘domination’ (Lovett, 2010, 2022; Pettit, 1997, 

2012). According to this concept, to be unfree is to be dependent on and subject to another agent’s 

uncontrolled and arbitrary social power. I will argue that this concept offers a fitting lens to explain 

the problem in the context described above. It is not that ‘Big Tech’1 controls our decisions or coerces 

us into certain behaviours. Rather, the main normative problem is that such companies dominate 

end-users, other economic actors, and even governments (to varying degrees) in virtue of two types 

of power: ‘impositional power’ (McCammon, 2015) and ‘systemic power’ (Gädeke, 2020; Jugov, 2024).  

First, they are able to unilaterally determine the basic conditions of any interaction or communica-

tion mediated via their platforms, services, and products. Their ability impose conditions of use and 

access for basic utilities constitutes a form of ‘impositional power’. This is the ability of an agent to 

determine the costs of cooperation in a relationship of strategic dependence. Furthermore, based 

on their ability to engage in processes of surveillance and prediction as social sorting (Lyon, 2003), 

and the pervasive use of algorithmic regulation they can a) generate opaque algorithmic categori-

zations and b) influence people’s habits and preferences. By subjecting users to these novel systems 

of classification and algorithmic behavioral management, Big Tech thereby has the ability to influ-

ence the social rules and practices that organise how those dependent on them interact and com-

municate with each other. This constitutes a form of arbitrary ‘systemic power’.  

The Outsized Influence of Big Tech 
As an unstructured group, Big Tech possesses control over goods and services that have proven to 

be fundamental to the functioning of our information society. This includes control over “advertis-

ing networks, login services, cloud hosting, app stores, payment systems, data analytics, video host-

ing, geospatial and navigation services, search functionalities, operating systems, and more re-

cently, artificial intelligence (AI) services” (Poell et al., 2018). Their advantageous and outstanding 

market position and influence are built, most notably, on two pillars: platform power and control 

over data. This creates a situation, in which end-users, competitors and other economic actors, and 

even governments are dependent on the basic infrastructure offered and controlled by these “new 

utilities” (Rahman, 2018).  

We can characterise their influence further by referring to their ability to engage in surveillance 

and prediction as a process of social sorting. Data is not merely collected; it is actively generated. 

Users are compelled to share and produce data whenever and wherever they engage in interaction 

and communication mediated by a large platform. Data is generated with the specific aim of making 

algorithmic predictions in order to categorise individuals based on the risk they pose of deviating 

from a descriptive norm or standard. This is known as “algorithmic regulation” (Yeung, 2018; Yeung 

 

1 ‘Big Tech’ is a commonly used term for a group of internet platforms and technology companies, mainly Google and 
Alphabet, Meta and Facebook, Amazon, and Microsoft. Which specific companies belongs to this group, or which cri-
terion determines ‘group membership’, is not relevant for our current purposes.  
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& Lodge, 2019), whereby the behaviour of populations of users is steered towards desired patterns 

of behaviour through a constant reconfiguration of a person’s choice architecture.  

What Is (Normatively) Wrong About  
This Kind of Influence? 
To characterize what is normatively problematic about the kind of power that we see here, we can 

draw on the concept of ‘domination’. In our context, domination is based on two types of arbitrary 

power: ‘impositional power’ and ‘systemic power’.  

First of all, I argue that Big Tech’s control over basic infrastructural goods and services has created 

a situation of asymmetric dependency of stakeholders such as end-users, other economic actors 

and even governments. Domination based on arbitrary impositional power arises, when agent B 

depends on another agent A in a way that A does not depend on B, and A is able to make B’s costs of 

non-cooperation higher than those of cooperation. Big Tech unilaterally imposes use and access 

conditions for increasingly basic utilities, thus determining the costs of cooperation for those de-

pendent on its goods and services. I argue that this largely uncontrolled and arbitrary form of power 

is a form of algorithmic domination.  

Second of all, I would argue that Big Tech can shape people’s option sets through a continuously 

updated, personalized and ever-present reconfiguration of the choice architecture. In this way, they 

influence the formation of preferences and habits, for example, by nudging users to engage in cer-

tain behaviors or to desire things that the Big Tech ecosystem can provide. What sets apart their 

power is the ability to generate decision rules in the first place: We are exposed to opaque categori-

sations and classifications produced by their big data-fuelled algorithmic decision systems. This is 

a form of arbitrary systemic, or ‘meta-‘, power: power over social rules and practices based on the 

ability to establish a system of relevance through algorithmic categorisation and predictive analyt-

ics. 

In conclusion, the power of Big Tech is not necessarily one of direct interference, coercion or the 

imposition of constraints. Rather, it can be understood as a form of domination. This is based on its 

outsized, unilateral ability to determine the costs of cooperation in an unequal bargaining scheme 

– in other words, arbitrary impositional power. It is also power over social categorisations, classifi-

cations and social rules that influence users’ habits and practices – in other words, systemic meta 

power.  
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Abstract 
This theoretical (philosophy and legal theory) paper looks at the impact of the design and normative 

power of digital platforms and ecosystems on the self-governance of societies and on individual au-

tonomy. One of the more puzzling features of the economic power of digital platforms or ecosys-

tems is not only their reach beyond the parameters of traditional markets (Mendelsohn 2023) but 

also into the social, political, private and moral spheres of people’s existence in society. In this re-

gard, the study of their normative or regulatory power has emerged as a new phenomenon of in-

quiry for scholars of law and economics and law of the political economy (e.g. Crémer, de Montiye 

and Schweitzer 2019, 6, 16; Yeung 2026; Delacroix 2020; Gerbrandy and Phoa 2022).  

In a narrow sense, the Cremér, Schweitzer and de Montjoye Report on the digital economy for the 

EU Commission already highlighted that ‘marketplace platforms play a regulatory role as they de-

termine the rules of the marketplace and possibly also the rules based on which their clients inter-

act’ (Crémer, de Montiye and Schweitzer 2019, 54). Normative power has most broadly been defined 

as „(the) power to shape current and future normality, normativity, markets, social relations and be-

haviour, and truth” (Gerbrandy 2022). Normative power thus includes legal or contractual rules, but 

also design choices and algorithmic patterning and even the creation of new habits (as a source of 

law). This normative power encroaches not only on the regulatory power of governments, but also 

on the central ideas of a self-governing private law society (Privatrechtsgesellschaft – Mestmäcker, 

2019) and the concepts of individual autonomy and sovereinty.  

The paper explores various dimensions of normative power as distinct from other forms of market 

failure. It looks at how single, powerful actors unilaterally define the correct rules and conditions 

for large digital spaces and entire sectors of the economy. Sources include contractual conditions, 

algorithmic design choices and their influence on discourse and law enforcement. In addition to 
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their power over truth and information, which is the subject of several studies on mis-information, 

this paper also focusses on the (subtler) private-law question of how such actors not shape and de-

fine habits (Delacoix 2020) and influence importance allocative choices with regard to data, digital 

rights, time and attention. Owing to its enlightenment origins, this paper finally explores ways in 

which true autonomy can be reclaimed (Pauer-Studer, 2000). 
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Abstract 
Mass Comment Campaigns (MCCs) are coordinated efforts by organizations to mobilize their mem-

bers and supporters to submit near-identical comments. While common in European Public Con-

sultations, they remain understudied. This paper introduces a novel pipeline to identify and analyze 

MCCs while also introducing a dataset of 714 legislative initiatives (2017–2024) and their feedback 

entries. An LLM enables cross-linguistic insights into the campaigns content. Applying the pipeline 

to three high-engagement consultations in the field of agricultural and environmental policy re-

vealed MCCs of varying professionalization and transnational reach. Findings highlight MCCs’ dom-

inance in some consultations and their potential role in shaping EU policymaking. This study con-

tributes to understanding European MCCs and calls for further research on their impact and clas-

sification. 

Introduction 
This paper aims to introduce the phenomenon of Mass Comment Campaigns (MCC), which have of-

ten been documented in European consultations (Nørbech 2024; Marxsen 2015; Lironi and Peta 

2017), yet in-depth analysis has primarily focused on the US context (Balla et al. 2019; 2022). MCCs 

are coordinated efforts by organizations to mobilize their members and supporters to submit near-

identical comments, aiming to influence the rulemaking process by exerting pressure on politi-

cians and civil servants (Balla et al. 2019, 461–76). Public consultations provide an online space for 

mailto:quentin.bukold@weizenbaum-institut.de


\84 
 

Weizenbaum Conference 2025 

individuals and organizations to submit comments during the development of new proposals for 

directives and regulations by the Commission. The platform for these consultations features input 

from major stakeholders such as BlackRock, NABU, and the German BMDV, alongside hundreds of 

thousands of comments from citizens that constitute a key source of policy information for the 

Commission (Bunea 2019). Yet, for this integral part of European rulemaking (Garben and Govaere 

2018, 217) we lack the methods for identifying and describing the multilingual and in parts ex-

tremely voluminous MCCs. This study intends to present a pipeline that allows us to identify and 

describe MCCs. It also provides insights into a sample of MCCs, exploring novel characteristics of 

European MCCs. The pipeline is aimed at researchers as a way to better understand the effect of 

MCCs on European legislation and citizen participation. 

Methods in Brief 
To lay the foundations for further research into European Public Consultations, 714 legislative initi-

atives between February 2017 and March 2024 have been scraped, which resulted in around 

500,000 open text feedbacks from organizations and individuals. Inspired by Matter’s (2020) con-

cept of big public data, the data was collected via the open API endpoints of the consultation plat-

form. The metadata includes the names of all submitting organizations, their transparency register 

number, type and more. 

Potential MCCs were identified by deploying an algorithm which compares tri-grams between feed-

back texts and computes a similarity score based on the Jaccard Score (Jaccard 1902, 72). This ap-

proach enables the clustering of feedback submissions that share highly similar wording while still 

accounting for minor modifications and extensions made to the pre-formulated texts provided by 

MCC sponsors. To describe the content of identified MCCs, a large language model (LLM) was used 

to summarize individual feedback entries (see Fig. 1). These summaries were then validated using 

Sentence-BERT to prevent hallucination. Extending previous work, this study leverages the LLM 

Mistral-Nemo for summarizing and translating consultation feedback, enabling cross-linguistic 

insights (Salas-Girones et al., 2024). 
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Figure 1: Process of analysis after scraping 

 

Exemplary Analysis and Outlook 
The proposed analytical pipeline was applied to three high-engagement initiatives and their public 

consultations – all of them lying in the policy field of agricultural and environmental policy, which 

allowed for good comparability. 49 clusters were identified and described. By comparing the trans-

lated and summarized content and the submitting organizations, some clusters were grouped fur-

ther to account for multilingual MCCs or incorrect splitting of some clusters – leading to a total of 

10 MCCs. 

One MCC by the NGO “Gen-ethisches Netzwerk e.V.” and business association “Demeter” was re-

sponsible for more than 90 % of the about 70,000 citizen feedbacks submitted during a feedback 

period concerning new genomic techniques for agricultural use. Further investigation showed the 

use of a website widget which allowed to submit feedback in multiple languages with minimal effort 

bringing a kind of low-effort participation into Public Consultations. Another MCC was linked to the 

‘Save Bees and Farmers’ movement. This became clear from the summaries of the content and the 

presence of the movement's organizations among the contributors of multiple clusters. The MCC 

was organized for four different languages, spanned over two months and mobilized citizens as well 
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as companies, academic institutions and consumer organizations. Another MCC, consisting of only 

18 feedbacks, had been started and supported by multiple Polish private foresters and state forest-

ers. 

The analysis shows that European MCCs come in various levels of professionalization and trans-

nationalization. They dominate some consultations in terms of volume and partly even constitute 

a channel for state organizations to be heard by the Commission. This paper wants to support the 

call for more research into MCCs beyond the US context (Balla et al. 2019, 477) and invite you to an-

alyze data on MCCs. Also, research still lacks a unified threshold for what makes comment cam-

paigns Mass Comment Campaigns (Balla et al. 2019, 464). Do we understand them as such when a 

campaign publicly calls for the submission of texts, i.e. is a ‘campaign for the masses’, or can a 

threshold be defined in relation to the size of the political endeavor? Also, what will happen if sub-

mitters employ LLMs to diversify their submissions? Will we still be able to tell individual from pre-

formulated feedback? In my presentation, I will provide an overview about my results and present 

systematic differences between the campaigns. 
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Introduction 
The rise of short-form video platforms like TikTok has fundamentally altered information dissemi-

nation, particularly among younger audiences. A key challenge for communication science re-

searchers is developing scalable classification methods for online news content to understand 

these changes beyond qualitative analysis. Traditional classification approaches, relying on exter-

nal categorizations like journalistic outlet lists, are insufficient. They fail to recognize that profes-

sional media outlets and journalists are no longer the sole publishers of news, nor do they exclu-

sively publish news content either (Harff and Schmuck 2024; Negreira-Rey, Vázquez-Herrero, and 

López-García 2022). Furthermore, news and information consumption research faces an evolving 

understanding of "news" among young adults (Swart and Broersma 2023; Cotter and Thorson 2022). 

This has prompted researchers to adopt a broader "information" terminology, encompassing any-

thing perceived as new and/or useful (e.g., Kümpel, Anter, and Unkel 2022), thereby including con-

tent and actor types beyond traditional journalistic norms. 

This shift leaves current research on audience perceptions of news and information lacking the 

computational tools to utilize fine-grained, user-level digital trace data effectively. Such data offers 

the potential for unprecedented insights into news dissemination from a user perspective (Ohme 

et al. 2023). This work addresses this gap. I present and test a novel set of survey items, derived from 

prior qualitative research, designed to identify key factors driving user perceptions of informative 

posts and to identify distinct user types. I further introduce a user-centered classifier, incorporating 

user information perception types, and compare its performance with traditional classification 

methods. 
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Methodology 
A survey was conducted with a German quota sample (age, gender, education) of short-form video 

platform users (TikTok, Instagram Reels, YouTube) (N = 2153). Beyond sociodemographic infor-

mation, participants responded to 44 items, based on previous qualitative research, measuring the 

influence of various aspects on their perception of informative posts. These items spanned three 

dimensions: content, actor, and algorithmic selection. Factor analysis was employed to derive eight 

factors from these items, which then served as the basis for a K-means cluster analysis of partici-

pants. 

Subsequently, I will train a classifier for each identified user cluster. Leveraging the capabilities of 

agentic LLMs, we will fine-tune a model for each cluster, using the cluster characteristics as input, 

thus minimizing the need for extensive training data. I will then compare the performance of our 

user-centered model(s) with two traditional classification approaches: actor-based and hashtag-

based classification. 

Preliminary Results and Outlook 
The survey results with the subsequent factor analysis resulted in eight factors across the dimen-

sions: content, actor, and selection type (see Table 1). 

Table 1: Resulting factors and their descriptions. The factor analysis was conducted independently for the subset of items of each dimension. 

Factor Dimension Description 

1 Content Well-researched content (sources etc.) 

2 Content Casual content (friends, trends, etc.) 

3 Content Educative and helpful content 

4 Content Societal relevant content (similar hard news) 

5 Actor Perceived credibility/trustworthiness of the individual actor 

6 Actor Perceived credibility/trustworthiness of the actor's institution/profession 

7 Selection Actor-mediated selection 

8 Selection Algorithmic-mediated selection 

 

Based on these factors, the resulting user clusters reveal distinct user groups, each with a unique 

combination of factors influencing their perception of online post informativeness (see Figure 1). 
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Figure 1: Mean factor score across factors for each cluster. (The scores represent the mean deviation of one cluster’s users compared to the 
mean of the overall sample.) 

 

Preliminary analysis suggests interesting differences between clusters. Cluster 0 (blue) scores be-

low average on all factors, while Cluster 1 (orange) scores above average. This may indicate a gener-

ally pessimistic view of online information in Cluster 0 and a generally positive view in Cluster 1. The 

below-average score for perceived actor credibility in Cluster 2 (green) is noteworthy, potentially 

suggesting a lower appreciation for non-professional news sources like influencers. Clusters 3 and 

4 share similar profiles for actor and selection dimensions but differ in their content preferences. 

Cluster 3 users score highly on traditional news content types (current events) and characteristics 

(well-researched), while Cluster 4 users score above average on educational content. Further anal-

ysis of additional survey data will provide deeper insights into these user types. 

These preliminary findings demonstrate the potential of a user-centered approach to understand-

ing information perception on short-form video platforms. I can move beyond traditional content 

classification methods by identifying distinct user types based on their information evaluation cri-

teria. The next step involves training and evaluating the performance of a classifier, comparing it 

against actor-based and hashtag-based classification benchmarks. I anticipate that incorporating 

user perception profiles will enable a more nuanced understanding of information dissemination 

dynamics. This user-centric approach promises valuable insights for researchers and professionals 

alike. Crucially, our approach allows us to understand users' news and information consumption 

not from assumed criteria of informativeness, but from their perspectives.
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Abstract 
In a highly saturated media environment, search engines serve as an important gateway to political 

information. However, there are still gaps in understanding how citizens interact with these plat-

forms. While numerous studies explore how users navigate search results, less research has been 

done on how they formulate search queries to find information on various political issues. Yet, the 

choice of a query is crucial, as it largely determines what information users are exposed to on search 

engines, which has direct implications for democratic decision-making. 

Earlier research on political information-seeking behavior has provided extensive evidence that 

people tend to favor information confirming their beliefs, a phenomenon also known as selective 

exposure. Selective exposure to information can pose risks for political decision-making, as it has 

the potential to limit the informedness of citizens and amplify societal polarization. However, while 

there is fairly consistent evidence that users select information aligned with their beliefs (e.g., 

mailto:victoria.vziatysheva@unibe.ch
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Ekström et al., 2022; Robertson et al., 2023), the evidence on selective exposure in what information 

they initially search for remains fragmented. While some studies find that search query formula-

tion is motivated by personal attitudes and beliefs (e.g., Ekström et al. 2024), others show little to no 

support for this argument (e.g., van Hoof et al. 2024; Vziatysheva et al. 2024). These discrepancies 

can be explained by differences in both the topics of search queries (e.g., highly polarizing or less 

polarizing) and the mode of data collection (e.g., whether respondents are asked to select a query 

from the curated list of answers or compose it independently). 

To better understand the reasons for selective exposure through search engines, we use a repre-

sentative survey of Swiss citizens (N = 1,070), which explores how voters search for information 

about an environment-related popular initiative that was voted on in Switzerland in February 2025. 

With referenda taking place up to four times a year, Swiss (semi-)direct democracy represents a 

unique case for studying how citizens use search engines to seek political information in order to 

make voting decisions, and how this shapes different forms of information exposure.  

Specifically, we test the assumption that users may be less susceptible to selective exposure when 

formulating search terms themselves than when exposed to a curated list of queries (e.g., as in the 

case of autocomplete suggestions recommended by search engines). To this end, we asked re-

spondents about the potential use of search queries in both open-ended and closed-ended ques-

tions. We also investigate how pre-existing knowledge about the initiative, beliefs about climate 

change, political attitudes, and cognitive factors (in particular, more analytical vs. more intuitive 

thinking styles) affect selective exposure via search engines.  

Importantly, we do not find direct evidence of selective exposure—either in self-formulated or in 

recommended search queries. In particular, respondents who intend to vote for or against the ini-

tiative are not biased in their search query preferences in either direction. Yet, we find that the ex-

pected vote outcome (i.e., the expectation regarding whether the initiative will be rejected or ac-

cepted by the majority) has a limited effect on query selection. We also find that individual differ-

ences, including demographics, climate beliefs, and cognitive factors, affect the subtopic of the 

query.  

This study makes several contributions to the field of political communication. First, we show how 

individual characteristics of voters (e.g., knowledge, political attitudes, and cognitive factors) may 

affect information-seeking behavior on search engines and discuss how it can influence demo-

cratic decision-making. Second, we demonstrate that selective exposure, contrary to the results of 

other studies, is not necessarily present in online search and discuss how the political and media 

environment may affect this. Finally, we compare these findings with another survey wave con-

ducted prior to an earlier round of popular votes on retirement policies, thus demonstrating the 

differences in information-seeking behavior on different political issues. 
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Abstract 
The AI-driven algorithm that powers TikTok’s content recommendation system and platform af-

fordances shape user behavior while users’ perceptions of specific affordances recursively influ-

ence algorithmic outputs. Thus, users are both subjects to and co-creators of algorithmic structures 

within a constant interaction process. Based on Giddens’s (1984) structuration theory as well as 

Oeldorf-Hirsch and Neubaum’s (2023) algorithmic literacy framework, our study takes a user-cen-

tric approach for investigating this complex user-algorithm interaction. In a first step, six group dis-

cussions (n=31) with German 16- to 24-year-olds explored collective cognitive and affective reflec-

tions on TikTok’s algorithmic recommender system (RQ 1+2). In a second step, we conducted follow-

up interviews with two participants of each group (n=12). Visualizations of their individual TikTok 

Data Download Packages were used as a stimulus to investigate how participants engage platform-

specific affordances in their interaction with the ARS (RQ 3). By combining qualitative insights with 

user-provided behavioral data, we produce nuanced findings that also inform journalism practices 

and educational efforts aimed at improving algorithmic literacy and news competence to empower 

young people’s agency in online environments. 
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Introduction 
The AI-driven algorithm that powers TikTok’s content recommendation system and platform-spe-

cific affordances significantly determine how young users encounter and interact with content on 

the platform. Regarding informational and political content, studies show that news is relatively 

sparse in users’ feeds, partly because the content recommendation algorithm that generates Tik-

Tok’s “ForYou”-feed responds slightly to active signals of news interest from simulated users (Hagar 

& Diakopoulos, 2023). However, young people increasingly consider TikTok as a significant source 

of news (Behre et al., 2025; Granow & Scolari, 2022; Feierabend et al., 2024) and for political infor-

mation consumption (McClain, 2024). Moreover, young users perceive TikTok’s recommender sys-

tem as highly effective and convenient, leading to heavy reliance on their curated ForYou-Page 

(Kang & Lou, 2022; Narayanan, 2023). For example, qualitative studies reveal that teenagers and 

young adults spend most of their time on TikTok’s FYP, because the algorithm is perceived as “very 

good” and perfectly tailored to their interests (NRW Media authorities, 2024). Schellewald (2023, p. 

1579) also shows how young people “imagined TikTok as affording convenient access to relatable 

content that catered to their escapist desires and needs”.  

While young adults accept the role of algorithm-driven curation in guiding content consumption 

on TikTok, they also play an active role in the user-algorithm-relationship by engaging with the al-

gorithm (Schober et al., 2022) and platform affordances (Schellewald, 2023) to align the algorithm 

more precisely to their needs (Kang & Lou, 2022, p. 1). On a cognitive level, however, young people 

often lack the ability to articulate mechanisms behind news personalization, and mere knowledge 

about algorithms does not necessarily empower them to intervene in algorithmic decision-making 

(Swart, 2021). Rather, users find themselves in a constant process of agency negotiation on TikTok, 

meaning to “be guided by the machine and conform to its directives or exert control over it by cus-

tomizing settings” (Sundar, 2020, p. 82).  

While most studies focus on the cognitive aspects of algorithmic media use (Cotter & Reisdorf, 2020; 

Dogruel, Masur & Joeckel, 2021; Gagrčin, Naab & Grub, 2024), little is known about the affective di-

mension (Oeldorf-Hirsch & Neubaum, 2023) and its connection to other stages in acquiring algo-

rithm literacy (Gagrčin et al., 2024). Regarding the behavioral aspects of how users practically en-

gage with algorithms (Kang & Lou, 2022; Schellewald, 2023), it remains unclear how platform spe-

cific affordances shape user-algorithm interaction. Against this background, our study takes a 

user-centric approach for investigating the complex interplay between users, algorithms, and me-

dia practices. We want to address the following research questions:  

RQ1: In how far do young people reflect on the algorithmic recommender system (ARS) of TikTok 

and what do they know about it?  

RQ2: What are young users’ affective responses, perceived benefits, and concerns of it?  

RQ3: In how far do young people use platform-specific affordances in their interaction with the ARS 

and how do they evaluate their agency within this process?  
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The goal is to gain more insights into the interplay and dynamics between affective, cognitive, and 

behavioral aspects influencing the user-algorithm interaction and agency negotiation processes 

with algorithmic recommender systems of social networking platforms.  

Theoretical Foundation  
Giddens’s (1984) structuration theory offers a useful theoretical framework for understanding this 

dynamic because it allows for the integration of both individual level and macro level constructs. 

Structuration theory is led by the three major elements: agents (users), structures (algorithmic 

structure), and duality. The latter highlights that structures are both the result and condition of hu-

man actions. In the context of TikTok, an “AI-based algorithmic social networking site” (Kang & Lou, 

2022, p. 4), the algorithmic recommender system that is shaped by platform-specific affordances 

forms the structure. On the individual level, user behavior is accompanied by cognitive and affective 

aspects (Oeldorf-Hirsch & Neubaum, 2025). User actions afforded by the algorithmic features of the 

platform lead to different types of experiences and user-algorithm interactions. For example, the 

Like button affords the signaling of ‘liking’ content. This technical feature thus enables the expres-

sion of emotion and is therefore an important component of young users’ communication and par-

ticipation practices on social media platforms (Olsson, 2016). In the user-algorithm relationship, 

this function can also be seen as an expression of engagement with the algorithm (Klug et al., 2021). 

For example, users “like” certain content to get more thematically similar content displayed on the 

FYP (Schober et al., 2022) and regularly “train” the algorithm to show desirable videos (Siles & Me-

léndez-Moran, 2021). How users deal with and use platform-specific affordances depends on their 

intention, perception, and knowledge as well as the social context of the usage situation (Bucher & 

Helmond, 2018). Applied to the context of our study, the aspect of duality manifests in the algorith-

mic structure shaping user behavior while user perceptions of affordances understood as “possi-

bilities for actions” (Evans et al., 2017, p. 36) recursively influence algorithmic outputs (Kang & Lou, 

2022; Obreja, 2024; Swart, 2021). Thus, users are both subjects to and co-creators of algorithmic 

structures within a constant interaction process (see Figure 1).  

Figure 2: Framework of user-algorithm interaction 
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Method 
To comprehensively examine the user-algorithm interaction dynamics and to answer the research 

questions, focus groups are combined with in-depth interviews in which we also look at individual 

TikTok data donated by the users (see Figure 2). Before recruitment, ethical questions and consent 

were discussed and obtained in close consultation with the ethics board to address the sensitivity 

involved in working with minors. For safeguarding ethical research practices and participants’ pri-

vacy we followed van Driel et al. (2022) four-point approach.  

Participants were recruited by Krämer market research institute according to predefined criteria. 

Two focus groups were held in person in three major cities Hamburg, Düsseldorf, and Erfurt, each 

with a mixed composition in terms of age, gender, and formal education. Data collection for the fo-

cus groups took place in March and April, the individual interviews were conducted in May and June, 

mostly online.  

Figure 3: Mixed-methods design of the study 

 

In a first step, in six group discussions with young participants (n= 31), collective knowledge, shared 

experiences, and general attitudes toward TikTok’s algorithmic personalization as well as TikTok’s 

role in news and political information consumption were explored (RQ 1+2). Here, participants had 

to work together on a group assignment “Your ForYou-Page as your favorite dish” on factors they 

assume to influence the recommended content on their FYP. First, they worked individually to write 

down the ingredients (influencing factors) needed to create their favorite dish (FYP). They then dis-

cussed this as a group, identified similarities and differences and named the main categories for 

the factors and categorized their individual pieces of paper accordingly. The aim was to observe the 

assumptions about influencing factors and the articulation of the participants’ experiences and 

knowledge. 

In the second step, we conducted follow-up interviews with two participants of each focus group 

(n=12). After the focus groups, they received instructions on how to download and donate their Tik-

Tok data. Analyzing the TikTok data, we looked at a period of three to four months, which included 

the federal election in Germany in February 2025. No personal data was processed, but interaction 

data such as likes, comments, shared content, search terms, followed and blocked accounts as well 
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as the number of videos watched. The visualized data on participants’ TikTok interactions was used 

as a stimulus in the interviews. Hence, it served a) for validation and/or comparison with self-re-

ported behavior, b) reflection and evaluation of certain interaction practices afforded by the plat-

form c) as anchor points for describing and understanding various stages within the user-algo-

rithm interaction by using concrete examples such as search terms entered.  

Regarding data analysis, we want to apply different approaches for the focus group and interview 

data. For example, for the discussion we want a more open coding approach to define themes that 

evolve during the group task whereas for the interview data we could start with a predefined code 

list. For the latter, we could use the cognitive, affective, and behavioral dimensions of algorithmic 

literacy as classified by Gagrčin and colleagues (2024) for main and subcategories. Overall, we aim 

to systematically relate both data sets to each other within the theoretical framework.   

Preliminary Results and Discussion  
As the data collection was only completed in June, the analysis and presentation of the results of the 

study is still in progress. Initial findings from the focus groups indicate that all participants have a 

high level of superficial algorithmic awareness that is displayed in in the prompt answers on the 

question of what content is consumed on TikTok: “what the algorithm shows me”, “that’s determined 

by the algorithm” or “the algorithm knows what I want to see”. Participants’ knowledge of different 

criteria that are assumed to influence the algorithmic recommender system varied by group. There 

are age-related differences between younger and older groups regarding the number of distinct 

factors and the degree of differentiation of the top-level categories (between three and five main 

categories per group). Overall, focus groups participants’ reflections of algorithms seem to be based 

more on personal experiences and interactions (behavioral) than on actual knowledge about how 

algorithms in general and content recommendation algorithms in particular work (cognitive).   

This study integrates individual-level user behavior with macro-level algorithmic affordances to ex-

plore the bidirectional nature of user-algorithm interaction. By integrating qualitative insights with 

user-provided behavioral data, we will produce nuanced findings that also inform journalism prac-

tices and educational efforts aimed at improving algorithmic literacy and news competence to em-

power young people’s agency within online environments. 
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Abstract 
What do people in mediatized societies need in order to lead a “good life”? This question has both 

socio-political and individual relevance – especially in times of multiple crises. In the context of the 

establishment of digital media technologies in everyday life and many areas of society, current re-

search literature defines the “good life” as the well-being of media users. It examines how digital 

media can improve or impair lives. However, empirical studies are quite ambivalent: on the one 

hand, a negative influence of the digital media technologies on the well-being of users has been 

proven, but on the other hand, positive effects have also been identified (Kannengießer 2022). It is 

evident that media users weigh up the advantages and disadvantages of digital media in their eve-

ryday lives depending on the situation and routinely adapt their behavior to these considerations 

(Sūna & Hoffmann 2024). 

Studies on digital well-being address the need for development of the ability of neutralizing the side 

effects of digital communication concerning problems in the management of connected digital de-

vices in people’s daily life. Beyond a pathological dimension (e.g. “internet addiction”, “digital ex-

haustion/fatigue”), more and more studies show that the majority of internet users suffers from 

problems coping with communication overload both at work and in their private lives (Nitsch & 

Kinnebrock 2023; Gui et al. 2017). This has been summarized as digital overconsumption and 

touches questions about how and why people feel they are using digital media more than they 

would like to. Another issue is that of multi-tasking, which identifies the condition of a continuous 

switching between different focuses of attention on digital media. These two problems occur 
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simultaneously and are inextricably linked. Algorithmic recommendations and other automated 

systems reinforce the pull effect of social media in particular.  

Gui et al. (2017) define “digital well-being” as a state where subjective well-being is maintained in an 

environment characterized by digital communication overabundance. Resilient individuals can 

channel digital media usage towards a sense of comfort, safety, satisfaction and fulfilment. Specific 

individuals’ skills and also the socio-cultural context they live in favour this situation. These media 

users are able to cope with the flipside effects of digital media while using them to obtain a wide 

range of benefits. It can be achieved by strengthening digital literacy of citizens. Following digital 

skills can enable a digital well-being in a mediatized society: instrumental skills (the skills necessary 

to use digital media), cognitive and critical-reflexive skills (knowledge about digital media and how 

to evaluate them), creative skills (concerning the self-determined (re)design of digital media and 

systems), and affective and social skills (being able to react emotionally and socially appropriately 

to media content and systems) (Digitales Deutschland 2021). There is consensus that specific com-

petence requirements are placed on subjects in order to participate in a democratic society charac-

terized by deep mediatization (Hepp 2020). The phenomenon of digital well-being illustrates that 

individual skills and culturally anchored values and norms always belong together.   

Based on representative survey data from three points in time (2021, 2023, 2025), the paper de-

scribes how media users in Germany evaluate their own digital skills and how they evaluate the sig-

nificance of different skills in the context of societal future and digital well-being. Overall, the data 

shows a slight discrepancy between the self-assessment of one's own media-related skills and the 

assessment of the importance of these skills for society. Of course, the majority of respondents want 

to use digital media in a way that is good for them. At the same time, however, they state that they 

are not always able to set limits on their own media use. Most of the respondents see a particular 

need for support in those aspects of digital literacy that refer to social norms and values. Aspects 

such as trust in online sources, risk assessment on the internet and the assessment of credibility 

online are considered important by the respondents and they would like to see further education 

opportunities in these areas. Social responsibility skills in online spaces are also relevant for the 

respondents (Cousseran et al. 2023). Consistent with the research of Livingstone et al. (2021/2023), 

our findings confirm that higher digital literacy does not necessarily minimize perceptions of safety 

and online risks and increase well-being and guarantees a “good life”.  
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Abstract 
Guidelines and legal frameworks on artificial intelligence and digital technologies often consider 

human autonomy as one of the main values to protect (Jobin, Ienca, and Vayena 2019). Abundant 

academic scholarship is also concerned with autonomy and digital technologies (Susser, Roessler, 

and Nissenbaum 2019; Yeung 2019; Rubel, Castro, and Pham 2021). The concern for autonomy is nei-

ther new nor limited to digital technologies, in fact autonomy arguably underlies political liberalism 

and as such, has been the object of abundant literature. What is specific to the case of digital tech-

nologies is the wide-ranging scope, but also untransparent and highly adaptive nature of these 

technologies, which make this worry particularly salient (Susser, Roessler, and Nissenbaum 2019). 

This concern for human autonomy is related to the protection of individual freedom and dignity, 

but also to political concerns for electoral processes, fueled by numerous cases – or suspicions – of 

election manipulation1. 

Western law in general, including the regulation of digital technologies, arguably relies on a Kantian 

understanding of autonomy as self-legislation by rational atomistic individuals (Nedelsky 2011; 

Zarsky 2019). In this understanding, respecting a user’s autonomy means providing them with all 

potentially relevant information and then not interfering with their decision-making process. In the 

context of digital technologies, this is exemplified by regulatory measures such as informed consent 

approaches to data protection. I argue that the widely discussed limitations of informed consent 

approaches illustrate the failure of a Kantian conception of autonomy to live up to its own ideal of 

rational independent decision-making. It can even be argued to rather serve a neoliberal agenda 

 

1 See e.g. https://www.nytimes.com/2017/12/11/opinion/fake-news-russia-kenya.html, https://www.theguardian.com/uk-
news/2018/apr/04/cambridge-analytica-used-violent-video-to-try-to-influence-nigerian-election 
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that overburdens individuals, while releasing corporate actors from responsibility. In fact, scholarly 

critiques of the Kantian concept of autonomy, coming from different strands of scholarship, have 

argued that this concept is epistemically and normatively flawed. Integrating these critiques is cru-

cial to develop a better understanding – and therefore being better able to protect what it is that we 

seem to value so much about autonomy. 

These critiques of the Kantian concept of autonomy pertain both to its epistemic value and to the 

normative ideal it serves. Perhaps most famously, psychology and the cognitive sciences have 

struck a blow at the idea of rational decision making, highlighting the different ways in which we 

deviate from this ideal in our practical decision-making (Kahneman and Tversky 1977). On the other 

hand, critical theories, importantly feminist theory, have challenged this conception as obscuring 

our relationality and interdependence, and in so doing conveying a masculinist, individualist ideal 

of personhood (Mackenzie and Stoljar 2000). Critiques stemming from the philosophy of technol-

ogy, but also from disability studies, have underlined how we are dependent on, if not even deter-

mined by, the technological infrastructure (Verbeek 2011, Ells 2001). Scholars who challenge this 

conception of autonomy however usually recognize the need for a concept of autonomy, crucially 

due to the necessity for any emancipatory project to have a concept of autonomy (Nedelsky 2011). 

The question then is rather: which concept of autonomy? Within the framework of pragmatist con-

ceptual ethics that I draw from (Thomasson 2020), this question amounts to examining the function 

fulfilled by the concept of autonomy. What purposes do we want this concept to serve, what kind of 

ideal representation of selves should it be conveying? Indeed, underlying the argument of this arti-

cle is the assumption that our conceptual choices both reflect and perpetuate normative commit-

ments, and therefore conceptual discussions are essential to the debate on the kind of digital expe-

riences we want to have. 

In this framework, drawing from feminist scholarship is very fruitful, since feminist scholars have 

historically been more aware of and explicit about engaging in theorizing that serves a purpose, 

namely the purpose overcoming oppression. For this article, I draw on relational accounts of auton-

omy (see Mackenzie and Stoljar 2000 for an overview). I argue that adopting a conception of auton-

omy that makes room for relationality is not only epistemically and practically more fruitful, but 

also normatively more desirable. Nevertheless, drawing on work by John Christman (2004) and Se-

rene Khader (2020), I claim that emancipation, which is an essential purpose of autonomy for crit-

ical theories, requires a conception of autonomy not to be constitutively relational. Aiming to rec-

oncile the partly conflicting constraints set by these two essential functions of the concept of au-

tonomy, I propose to operate with a conception of autonomy as “the ability to structure our depend-

ences”. This reconceptualization arguably does not provide an answer to all the debates on the con-

cept of autonomy, nor is it my ambition. My aim is to shift the focus, when thinking about user au-

tonomy and digital technologies, from the perfectly informed atomistic decision-maker to appro-

priate structures of delegation. 

 Finally, I show that these rather theoretical reflections on the concept autonomy can have very 

practical consequences for the design and regulation of digital technologies, of which I discuss two 

examples. The first is the PIMS (personal information management systems) mechanisms for data 

protection, that would theoretically enable the kind of organized and voluntary delegation that 
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operationalize the proposed conception of autonomy. The second example is the design of recom-

mender systems of all kinds in a way that supports different forms of chosen dependence, for in-

stance allowing users to orient on what a trusted source, friends, or a set of principles would rec-

ommend. Through these examples, I hope to show that conceptual discussions – and negotiations 

– on the values that we want our concepts to serve, can have very concrete consequences on our 

digital experiences and wellbeing. Our meanings are in constant transformation, they are always 

being politically negotiated. But digital technologies embed concepts and the worldviews they carry 

with them in a way that both rigidifies and multiplies them. Hence the essential need to reflect on 

what these concepts should mean. To end with Haslanger’s apt words: “We should (at least try to) 

take control over meanings, for if we don’t, others will” (Haslanger 2020). 
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The Maker Movement as an Interconnector of 
Individual and Collective Practices 
This paper analyzes the eudaimonic and democratic aspects of the Maker Movement across three 

dimensions: individual actors, institutional politics, and their interconnections through “public-

ness” (Herbers, 2024). It argues that individual Makers, driven by eudaimonic motivation to critically 

and creatively engage with technology, also contribute to democratic practice through “material 

participation” (Marres, 2015). Thus, personal engagement with technology extends beyond the indi-

vidual, linking to broader democratic society. 

To support this argument, the paper offers a theoretical reflection on the Maker Movement’s indi-

vidual and collective aims. It presents original empirical findings on “making” practices, supple-

mented by secondary research. From these analyses, the paper proposes integrating individual eu-

daimonic technological engagement into theories of democratic participation, positioning it at the 

center of digital societies. 
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The Goals and Aims of the Maker Movement 
The Maker Movement is a global initiative fostering a critical understanding of technology 

(Dougherty, 2012). Members dismantle and redesign technologies to enhance literacy and personal 

agency (Dougherty, 2016). 

Beyond technological engagement, the movement promotes consumption-critical media practices 

as informal political participation (Kannengießer, 2016). Through “material participation” (Marres, 

2015), Makers influence both individual agency and broader social and political landscapes. As 

“making is making in public” (Anderson, 2012), they engage in digital and physical spaces to en-

hance technological awareness and accessibility (Gauntlett, 2018). 

Collectively, they contribute to policymaking on STEAM education, sustainability, and entrepre-

neurship, evidenced by their engagement in institutional politics, including a 2008 White House 

gathering (Miller, 2014). They are also shaped by policy frameworks, as seen in EU initiatives sup-

porting the Maker Movement (Rosa et al. 2017). 

Eudaimonia and Democratic Participation 
The Maker Movement is driven by eudaimonic motivation at the individual level. As Oliver and 

Bartsch (2011) argue, eudaimonia arises from engaging in practices that go beyond immediate grat-

ification, fostering long-term personal growth through reflection (Wirth, Hofer, & Schramm, 2012). 

Key drivers of eudaimonic practice include personal autonomy and social connection (Rieger et al. 

2014). Makers, as a “pioneer community,” engage with technology not only out of passion but also to 

explore its societal implications (Hepp, 2016). 

Eudaimonic practices extend beyond individuals, influencing democratic societies by fostering 

technological agency, which in turn enhances democratic participation. Making, as a practice, es-

tablishes a form of “publicness” (Herbers, 2024), linking personal engagement with collective social 

structures. 

Critical Perspectives 
While the Maker Movement promises to democratize technological engagement, critical perspec-

tives reveal structural limitations. Social inclusion does not automatically follow from infrastruc-

tural openness. Instead, a “maker elite” emerges, a predominantly male, technologically proficient, 

and socially homogeneous group, contradicting the inclusive ideals of the movement (Ferretti & van 

Lente, 2022). These findings urge scholars to reconsider the romanticization of making as inher-

ently democratic and instead interrogate its normative blind spots: Who gets to make? Who remains 

excluded? And how do local cultures shape or constrain the publicness of participation? 
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Implications for Research 
This paper proposes a conceptual shift: From “public discourse” to “material publicness” as a frame-

work to understand democratic participation in digital societies. Future research should empiri-

cally investigate how technological agency manifests across different social groups, and under 

which conditions eudaimonic practices translate into civic engagement. Comparative studies 

across urban and rural Makerspaces, as well as analyses of gendered and class-based access pat-

terns, can further clarify the democratic potentials and pitfalls of these spaces. Additionally, re-

search should examine how policy frameworks (e.g., EU funding instruments) shape the institution-

alization of making—and whether this supports or hinders the development of truly inclusive tech-

nological publics. 
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Abstract 
AI-generated videos about concentration camps, virtual avatars mocking Anne Frank, and algorith-

mically amplified misinformation about historical facts tremendously challenge efforts to educate 

and learn about difficult pasts on social media platforms like TikTok. The dangers posed by deep-

fakes, online propaganda, antisemitism, and algorithm-driven hatred on social media constitute a 

double-edged sword for participatory learning about history. This paper examines to what extent 

multimodal formats such as short videos can constitute “affinity spaces” (Gee 2017) in or beyond 

commercial, algorithm driven social media platforms. Focusing on educational accounts and videos 

this paper examines the complex role digital media play in shaping knowledge, discourse, and com-

munity engagement with regards to the specifically contested fields of learning about antisemitism 

and the Holocaust. 

Introduction 
AI-generated images and algorithmically distributed content about past events has significantly 

shaped the perception of history on platforms like TikTok and Instagram. Recently, AI-generated 

short videos presuming individual experiences of iconic historical events – ranging from Cleopatra 

in ancient Egypt to Anne Frank hiding from Nazi perpetrators – have flooded the For-You pages of 

millions of TikTok users. Most of these videos present history condensed in less than a minute long 

video collages of well-known and often stereotypically visualized past events. Instead of historical 

accuracy, they highlight the Point-of-View (POV) aesthetic, popular on short video platforms, and 

the astonishing potential of affordable and prompt-based tools that allow imagining and 
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generating any kind of (historical) reality. Some creators, however, also exploit the manipulative po-

tential of AI-based image generation. A recent study of the Anne Frank Bildungsstätte in Frankfurt 

identified accounts that use AI-generated avatars to distort history and distribute antisemitic 

tropes and conspiracy theories (Schnabel & Berendsen 2025). As distribution of content on plat-

forms like TikTok is based on tailored recommendation algorithms monitoring user behavior, such 

videos communicating disinformation specifically challenge learning about complex and difficult 

pasts like the history of the Holocaust. 

To counteract such harmful aspects of digital media communication, it is crucial to promote access 

to content, formats, and practices that build resilience against hatred and exclusion while encour-

aging interactive and constructive social engagement. Digital education plays a central role in this 

effort, particularly in enhancing digital media literacy. This paper examines how digital formats can 

address complex societal challenges in ways that empower users and build resilience. Within this 

context, I focus on TikTok—an especially controversial and contested platform that not only exem-

plifies the ambivalent nature of social media as a learning space but also demonstrates the com-

plexities of user engagement in an algorithm-driven environment. By uniquely combining user-

generated content with algorithmic curation based on user tracking and recommendation systems, 

TikTok serves as a key site for exploring both the opportunities and risks of digital education (Siles 

et al. 2024). 

Disinformation and Education on TikTok 
Research indicates that social media platforms have become a suitable place for disinformation and 

propaganda. Lutz and Hoffmann (2017, 885) described this as “negative active participation”. The 

engaging environment and participatory practices of social media platforms like TikTok also allow 

users to “actively choose to engage for a purpose widely considered harmful or undesirable.” Anti-

semitic and far right actors have learned to exploit the algorithmic features and formats of social 

media platforms to their advantage, enabling them to distribute content to users who may not have 

previously engaged with far-right ideologies or conspiracy theories. One key strategy involves lev-

eraging the compressed, memetic structure of short videos. Shifman (2014, 347) emphasizes that 

memes not only reflect but also actively shape “the ways of thinking, behaving, and acting of social 

groups.” In the age of online communication, memes became a regular part of political discourse 

on social media platforms. Far right actors use them to attract followers, build online communities 

and in particular for constructing unifying enemy stereotypes and identify targets for their intimi-

dating propagandistic attacks (Trillo & Shifman 2021). This includes particular far-right and also an-

tisemitic codes, which can be described as a “memification” of far-right and antisemitic disinfor-

mation (Ebbrecht-Hartmann 2024). As a result, democratic and historical-political education is be-

ing forced into a reactive and increasingly polarized mode of engagement. Instead of promoting 

shared learning and collaborative knowledge generation, pluralistic education is being stifled, 

along with the ability to explore controversial and diverse perspectives. 
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The counter-model to these forms of exclusive community building on platforms could be the de-

velopment of affinity spaces around accounts and their followers or alternative platform environ-

ments, which not only react to forms of negative participation, but also provide a virtual space of 

empowerment through access to contextualizing information, historical and political education, 

and the promotion of critical media literacy. According to Gee, affinity spaces are “becoming prime 

spaces where people engage in 21st Century teaching, learning, doing and being.” (Gee 2017, 28) 

They serve as physical as well as virtual social and cultural hubs where individuals connect, share 

ideas, and learn together based on mutual interests and passions (Gee 2018).  

Based on these considerations, I examine how, in the field of historical education about the Holo-

caust and National Socialism, affinity spaces are established that reach beyond the passive sharing 

and absorption of information and encourage active engagement and promote users’ skills, em-

powering them to engage critically and independently with history and complex mediated presents. 

Digital Education as Playful Resilience 
In the following, I explore how to build on and refine explanatory and learning approaches on TikTok 

to foster playful resilience against disinformation and manipulation within affinity spaces dedi-

cated to antisemitism awareness and Holocaust history (Divon & Ebbrecht-Hartmann 2022). 

With over 200,000 followers and nearly 111 million views, Susanne Siegert’s German-language Tik-

Tok account @keine_erinnerungskultur is one of the most popular TikTok accounts dedicated to the 

Holocaust and National Socialism worldwide. A central element of Siegert’s approach is her endur-

ing presence in her videos. She frequently uses the POV perspective and directly addresses viewers, 

creating a personal and engaging experience This direct connection makes her a familiar and 

trusted figure for her followers—many users recognize her within the first few seconds of a video, 

knowing they can expect something engaging and insightful (Lormis 2023). Most of Siegert’s videos 

are filmed in a private environment, often at her desk or kitchen table. In addition to sharing per-

sonalized stories about Nazi crimes and the biographies of victims, she also addresses right-wing 

symbols and codes on TikTok, right-wing extremism, and antisemitism. 

A unique aspect of her videos is the encouragement for users to become active researchers them-

selves, exploring their own connections to the history of Nazi persecution. A prototypical video from 

January 2025 with 187.700 views, features Siegert sitting at her kitchen table, casually eating break-

fast. In this intimate, everyday setting, she invites her audience to actively contribute to preserving 

the history of the Nazi past by collaborating in a collective effort to transcribe digitized evidence of 

Nazi persecution. She ties this effort to a challenge familiar to younger, social media-savvy gener-

ations: the increasing amount of passive screen time spent in front of digital devices. Acknowledg-

ing this, she reassures her followers that if they struggle with the same issue, “this video is for you.” 

This direct address strengthens her connection with the audience. Rather than simply suggesting 

participation in a crowdsourcing project to transcribe historical records related to Nazi persecution, 
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Siegert demonstrates exactly how to do it, integrating screen recordings and walkthroughs into her 

video. This blends the familiar POV aesthetic with the instructional style of a video manual. 

By engaging with traces of the past and analyzing historical sources, users enhance both their un-

derstanding of history and their digital media literacy. Through videos that demonstrate historical 

source criticism and expose contemporary forms of hate speech and antisemitism, Siegert empow-

ers her audience to critically assess information and recognize patterns of misinformation. 

Conclusion 
As an affinity space for engaging with the history and memory of the Holocaust and Nazi persecu-

tion, this and other accounts, for instance by Holocaust memorials and museums (Ebbrecht-Hart-

mann & Divon 2024), offer an alternative approach to Holocaust education and commemoration—

one that goes beyond declarations and rituals such as the widely used phrase “Never Again.” Within 

the realm of digital education on social media, these creators and accounts respond to the plat-

form’s affordances while simultaneously injecting accurate and trustworthy content into an envi-

ronment often shaped by misinformation and mistrust. 

However, for this content to have a lasting impact, it must also be made accessible beyond the algo-

rithm-driven structures of social media and further contextualized for digital education. One ap-

proach to create alternative ways of access to engage with short educational videos about the Hol-

ocaust and National Socialism is our recent project, SHOAH STORIES: Learning about the Holocaust 

through Short Videos, which aims to create a learning platform where teenagers can independently 

explore video content and accounts (shoahstories.video). In addition, the project offers educational 

approaches that provide educators with relatable, and engaging tools to integrate the short videos 

into their teaching, transforming the virtual affinity space into actual physical spaces of encounter 

and collaborative learning. 

This shift is crucial in strengthening resilience against disinformation and the spread of polarizing 

narratives. It also addresses an increasing imbalance observed on commercial platforms like Tik-

Tok, where a small number of creators produce a disproportionate share of content (Bestvater 

2024). To counteract this, it is essential to provide access to educational content beyond algorithm-

driven distribution and to create creative spaces where individuals can develop the skills to explore 

and learn about complex historical topics in an engaging, factual, and responsible manner. This ho-

listic approach to digital media enhances users' ability to think critically and navigate the evolving 

digital landscapes of information and disinformation. 

https://shoahstories.video/
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Introduction 
In an era where misinformation distorts public debate and manipulates opinions, fact-checking 

plays a crucial role in maintaining balanced discourse and providing orientation (Martel & Rand, 

2024) in what Claire Wardle (2017) describes as the “Information Disorder.” While debunking has 

been shown to be effective in addressing misinformation, the complexity and multi-causal nature 

of the problem requires an encompassing approach (Chan et al., 2017; Cook et al., 2017; Tay et al., 

2022). Prebunking offers an additional preventive approach to preemptively strengthen societal re-

silience against manipulative narratives (Ecker et al., 2022). Media and information literacy training 

(MILT) has proven effective as a prebunking measure, yet its sustainable impact remains a challenge 

(Adjin-Tettey, 2021). This paper presents fact-checking based on the principles of peer production 

(Benkler 2002; 2006) as an approach that integrates and reinforces both prebunking and debunk-

ing. It outlines the theoretical foundation and an application example: the CORRECTIV.Fakten-

forum. 

About Peer Production 
For CORRECTIV.Faktenforum the non-profit media house Correctiv developed an online platform 

that enables collaboration and low-threshold participation in fact-checking for volunteers without 

mailto:caroline.lindekamp@correctiv.org
mailto:anna.suess@correctiv.org
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professional journalistic training, while allowing to safeguard professional standards. Various mod-

els have been applied to conceptualize and analyze such forms of participation in journalism (Ab-

bott 2017). In contrast to crowd-sourcing (Draws et al., 2022) and citizen journalism (Min et al., 2025), 

the concept of peer production provides a more fitting theoretical lens. Peer production emphasizes 

not only knowledge creation but also the sharing of values. Key principles of such communities in-

clude open access to resources, participation, transparency, and democratic organization (Benkler, 

2002). 

“Facilitated by the technical infrastructure of the Internet, the hallmark of this socio-technical sys-

tem is collaboration among large groups of individuals who cooperate effectively to provide infor-

mation, knowledge, or cultural goods without relying on market pricing” (Benkler, 2006). Originally 

applied to open-source software development, peer production has also been utilized to study the 

journalistic initiatives such as WikiTribune (O’Riordan, 2020), which adapted Wikipedia’s collabora-

tive model for evidence-based journalism.  

About CORRECTIV.Faktenforum 
In the case of CORRECTIV.Faktenforum, peer production results in articles compiled through col-

laborative efforts in the form of structured fact collections, a specific article structure developed for 

the project. The objective is not limited to producing debunking content. Participants who consist-

ently engage in fact-checking internalize and reinforce practical research skills as well as journal-

istic standards–achievements that traditional MILT approaches often fail to deliver effectively. 

As Benkler (2006) argues, “socio-technical systems of commons-based peer production offer not 

only a medium of production for various information goods but serve as a context for positive char-

acter formation. (...) They offer an opportunity for more people to engage in practices that permit 

them to exhibit and experience virtuous behavior.” Within CORRECTIV.Faktenforum, participants 

experience journalistic standards such as objectivity, source balance, and the differentiation be-

tween opinion and fact through active engagement. 

A Survey on the Faktenforum Community 
Benkler’s concept has proven useful to theorize the Faktenforum approach but also to study the Fak-

tenforum community itself. Correctiv conducted an online questionnaire with closed as well as 

open-ended questions to examine the composition and motivation of participants as well as their 

use of the acquired knowledge. Distributed via the organization’s newsletters and social media 

channels in April 2025, the survey was open for ten days and completed by 790 respondents. Of 

these, 267 had already participated in Faktenforum activities, and 98 were registered on the plat-

form. The following results are derived from respondents reflecting on their activities in the project, 
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analyzed along the functional dimensions of peer production: motivation, coordination, and inte-

gration (O’Riordan et al., 2020). 

Motivation: Previous research has identified diverse drivers of engagement in peer production, cat-

egorized into three types of individual-level motivations: intrinsic, internalized extrinsic, and ex-

trinsic (Spaeth & Niederhöfer, 2020). According to the survey results, intrinsic motivations were the 

most prevalent (60.10%), with ideology being a particularly strong driver (41.97%). Among the group 

of internalized extrinsic motivations, own-use value was a significant factor (21.76%). 

Coordination: Most respondents participated in less complex, more individual activities such as dis-

seminating fact collections (26.59%) and submitting potentially false claims (25.47%). Participation 

was lower in more demanding tasks such as workshops (16.01%) and collaborative debunking 

(14.61%).  

Integration: To grasp this third challenge, the survey asked about the application of knowledge gath-

ered in CORRECTIV.Faktenforum for subsequent prebunking or debunking activities. To categorize 

their responses, the definition of Ecker et al. (2022) was useful. A majority of respondents (79.4%) 

reported that they had learned something that helped them to better understand disinformation or 

to respond to specific false claims. Most of these instances involved prebunking efforts—such as 

media literacy interventions or preemptive warnings (10%) before exposure to misinformation. 

Around 30% of responses indicated debunking efforts, where participants used either community 

research or their own fact-checking to counter specific false claims they encountered. 

Directions for Further Research 
Beyond these functional challenges, peer production also involves a second dimension: the oppor-

tunity for participants to exhibit and experience virtuous behavior. This aspect, however, cannot be 

adequately captured through self-assessment in an online survey, which underscores the need for 

further research. In this regard, CORRECTIV.Faktenforum offers a unique case for longitudinal and 

comparative studies on anti-disinformation initiatives, unmatched by most other projects in the 

field.  

Disclaimer 
Both authors are employed at Correctiv and involved in CORRECTIV.Faktenforum. Faktenforum 

originated from the academic project consortium noFake funded by the BMBF until February 2025. 
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Introduction 
Threatening anti-democratic views are pervading western societies (Ecker et al., 2024). In this pro-

ject we aim to adapt prebunking and attitude inoculation interventions from the counter-disinfor-

mation context (Basol, Roozenbeek & Van Der Linden, 2020; Tay et al., 2022) to help build cognitive 

immunology (Compton, 2013; Norman, Johnson & Van Der Linden, 2024) through a future-oriented 

mindset (Strathman et al., 1994) against anti-democratic beliefs. Anti-democratic beliefs gravitate 

towards supporting and envisioning an authoritarian government or regime (Jost, 2024), endorsing 

society submissively following orders, accepting little to no political rights, and approving the con-

centration of executive power within one person or a small group (Lindstaedt, 2024). The wide-

spread adoption of anti-democratic beliefs poses the risk of shifting states towards dictatorships, 

repressing freedom of its citizens.  

mailto:marco.duerr@hnu.de
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Cognitive Immunology and Future Orientation 
Being confronted with this situation, we need to understand how to prevent the formation of anti-

democratic beliefs and how adopted attitudes can be mitigated. Therefore, we aim to develop user-

centric online interventions countering anti-democratic views by building cognitive immunology. 

Cognitive immunology is a process, which functions analogously to the traditional immune system 

of the body. In doing so, psychological defense mechanisms protect the human mind of threats. 

They represent beliefs, which are not aligned with the predominant, individual belief system (Nor-

man, Johnson & Van Der Linden, 2024). Therefore, within a cognitive immunology perspective, anti-

democratic views represent the threat to a democratic individual.  

If the cognitive immune system detects a threat like anti-democratic views, mechanisms like doubt 

production, are evoked to flag intruding beliefs as malicious. Subsequently, cognitive antibodies, 

taking the form of counterarguments are formed, neutralizing the threat and protecting the iden-

tity of individuals (McGuire, 1961; Norman, Johnson, & Van Der Linden, 2024). Therefore, cognitive 

immunology is a powerful resource for protecting individuals’ minds, against cognitive threats 

(Norman, Johnson, & Van Der Linden, 2024). This protection occurs within an intervention of atti-

tude inoculation. This intervention technique leverages cognitive immunology processes to alter 

attitudes (e.g., anti-democratic) through exposing individuals to small doses of these beliefs (Comp-

ton, 2013).  

We expect future orientation to be a powerful mean for attitude inoculation against anti-demo-

cratic views. Future orientation is a tendency to direct considerations towards distant outcomes of 

current behaviors. Adopting this perspective results in individuals preferring outcomes, which are 

attainable within the future compared to outcomes obtainable within the present (Joireman et al., 

2012; Strathman et al., 1994). A future-oriented individual will therefore adopt a goal pursuit strat-

egy, which is directed towards pursuing ideal, positive outcomes with an unknown certainty of ac-

tual achievement. In contrast, a present-oriented individual will direct their efforts towards avoid-

ing negative consequences (Higgins, 1997; Higgins et al., 2001). 

Interventions to Build Cognitive Immunology 
We follow the long-term aim of minimizing the impact of anti-democratic attitudes on individuals. 

Specifically, we aim to adapt attitude inoculation through prebunking interventions, which have 

been proven to be effective for building cognitive immunology within the domain of disinformation 

(Basol, Roozenbeek & Van Der Linden, 2020; Tay et al., 2022). We will adapt these interventions to 

build future-oriented belief systems. Apart from the theoretical considerations above, future ori-

entation is established as a protective resource against anti-social tendencies (Clinkinbeard, 2014; 

Petrich & Sullivan, 2020). Additionally, authoritarianism is accompanied by more anti-social behav-

iors, less commitment to values like freedom and moral principles as well as support of anti-dem-

ocratic people and practices (Jost, 2024). Therefore, developing future-oriented belief systems is the 
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central building block of effective interventions for developing cognitive immunology against anti-

democratic beliefs. 

Figure 1: Wireframe representation of the planned intervention strategy and outcome 

 

Apart from protective effects of future orientation, prebunking interventions are an effective tool 

for strengthening the cognitive immune system within individuals through attitude inoculation. 

This treatment results in the production of counterarguments, effectively refuting malicious atti-

tudes and beliefs by the treated person (Compton & Pfau, 2005; McGuire, 1964). Attitude inoculation 

has proven to be an effective instrument counteracting malicious information (Banas & Rains, 

2010). Prebunking is a specific form of attitude inoculation. Within such interventions, participants 

are warned of an incoming threat towards their existing belief system. Afterwards, a small dose of 

malicious belief is presented alongside a refutation, illustrating the reason for the maliciousness 

and the persuasion strategies, which simultaneously occur (Tay et al., 2022). As elaborated before, 

we plan to adapt existing prebunking interventions to the domain of building cognitive immunol-

ogy against anti-democratic beliefs as depicted in Figure 1. Through this intervention, we addition-

ally aim to build resilience against opinion manipulation while increasing information literacy and 

critical thinking skills to help protect democratic societies.  

Conclusion 
Anti-democratic attitudes pose an imminent threat to societies. Interventions focused on building 

future-oriented belief systems, allow for the protection of individuals by establishing cognitive im-

munology. By adapting pre-bunking interventions, this immunology is further enhanced through 

building additional competencies within individuals.  
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Introduction 
In this paper, we demonstrate how counter-swarms can act as a form of cyber-vigilantism against 

dark participation and social injustices using strategies of weaponizing visibility (Trottier, 2017). We 

argue that communities can be empowered to effectively defend online spaces against enshittifi-

cation by turning the tactics of trolls and haters against themselves and beating them in their own 

game, a form of online jiu jitsu, if you will. Numerous instances on social media have demonstrated 

that individuals engaged in dark participation tend to withdraw from debates when they lose the 

shield of anonymity and face accountability for their offenses (Munger 2017)—ideally in front of a 

vast online audience (Polak & Trottier, 2020). While this form of activism, employing counter-

swarming tactics, may appear radical, it serves as a means of self-defense. In an increasingly toxic 

atmosphere surrounding online discussions and attacks against individuals by swarms of trolls, it 

has allowed victims and vulnerable communities to push back.  

Dark Participation in Online Spaces 
In January 2025, Meta declared its intention to eliminate fact-checking and content filtering on its 

primary social media platforms, Instagram and Facebook, to “reaffirm [its] fundamental commit-

ment to free expression” (Meta, 2025). Following Elon Musk's acquisition of Twitter in 2022, his ini-

tial action was to dismiss the teams responsible for content moderation and reinstate accounts that 
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had previously been banned for disseminating racist, transphobic, or violence-glorifying content, 

as well as conspiracy theories, all under the guise of “protecting freedom of speech.” The outcome 

in both instances was a significant rise in hate speech and disinformation, accompanied by a dete-

rioration of online discourse, a phenomenon that Cory Doctorow (2023) termed “enshittification”. 

This social dynamic, characterized by a blend of despair and rage interspersed with irony and sar-

casm, serves as an ideal environment for swarms of trolls, haters, and shit-posters engaged in all 

forms of dark participation. 

Dark participation (Lutz & Hoffmann 2017) seeks to undermine constructive discourse and progres-

sively convert online spaces into toxic and hostile environments, particularly affecting marginal-

ized and vulnerable populations. It has also become a tactic in culture wars (Rao 2018) for digital 

spaces and is systematically employed by alt-right and reactionary movements to silence people 

and create hostile spaces for political opponents (e.g. “woke” leftists, climate activists, feminists), 

stigmatized and marginalized groups (“girls, gays, and theys”), and racial and ethnic minorities. This 

includes orchestrated shitstorms initiated by influential actors and accounts that pursue their vic-

tims across various platforms, often those with little to no moderation, such as Twitch, Reddit, or 

Telegram. The tactic involves stirring up a sense of persecution, an “us” vs “them” dynamic and the 

subsequent mobilization of swarms of trolls and haters emboldened by the safety of anonymity. 

What tactics can effectively counter this development and empower communities within these 

quasi-public third spaces? 

Counter-Swarms: Cyber-Vigilantism as  
Civic Engagement 
Strategies to counter dark participation have focused mainly on two approaches: (1) platform gov-

ernance, that is, moderation, reporting community guideline violations (e.g., hate speech, disinfor-

mation), or flagging or removing harmful content or accounts. (2) Individual defense mechanisms: 

options to report offensive or criminal behavior to platforms or the police (e.g., harassment, insult, 

incitement to hatred). These strategies can be effective if online platforms commit to sanctioning 

destructive user behavior (and put sufficient resources into their enforcement) and if users can rely 

on law enforcement to effectively prosecute criminal offenses committed online. However, often, 

both strategies failed. A more performative and collaborative approach examined in this research 

is the strategy of (3) counter-swarming, a practice that is helping empower communities to combat 

dark participation. 

Communities have started to use swarming as a novel method of political advocacy. Online swarms 

are networks of interconnected individuals, content, and bots, enabling members to act autono-

mously while achieving a collective effect through a common focus that is reinforced by the algo-

rithmic feedback loops of their online environments (Fernández, 2023). Generation Z, especially, 

leverages social media to highlight contemporary political issues and spark conversations around 

them. Notably, TikTok has become a key platform for young people to voice their political opinions 



\131 
 

Weizenbaum Conference 2025 

and participate in political advocacy (Serdar, 2020). In June 2020, a swarm of K-Pop fans and Teens 

organized on TikTok to troll the Trump election campaign by buying up thousands of tickets for a 

rally held in Tulsa, Oklahoma only then not to show up leaving the venue largely empty (Lorenz et 

al. 2020). Swarm culture is reflected in memes, internet challenges or streaming hits, but it can also 

transgress into offline spaces as happened in fluid and impulsive political movements like #BLM or 

#MeToo.  

Digital vigilantism and counter-swarming attacks have demonstrated their potential as effective 

mechanisms of community-based self-defense in online spaces, particularly when other modes of 

protection fail to address immediate threats and harassment (Crockett, 2017). Counter-swarms ex-

ploit the same tools and strategies used by trolls—virality, anonymity, and collective action—but in-

vert their purpose to protect rather than harm. This digital vigilantism is part of a broader ‘venge-

ance culture’ in the cybersphere: The extrajudicial “punishment” meted out by cyber-vigilantes usu-

ally involves some combination of trickery, persuasion, and public shaming (Jane, 2016). Vigilantes 

are using strategies of weaponizing visibility so that individuals engaged in dark participation with-

draw from debates when they lose the shield of anonymity and face accountability for their offenses. 

It serves as a means of self-defense and has allowed victims and vulnerable communities to push 

back and reclaim online spaces. This strategy instills a sense of empowerment and agency for vic-

tims and their wider communities and a sense of solidarity with other targets of harassment.  

However, this strategy comes with certain risks and limitations regarding the logistics, efficacy, and 

ethics of online vigilantism and swarm dynamics. For instance, identifying and exposing perpetra-

tors may not always be possible, especially when they are using anonymous or “burner” accounts 

for their attacks. And some of them might even enjoy the publicity, so that exposing their harass-

ment and attacks might be counterproductive and considered “feeding the trolls”. Furthermore, ac-

tivists engaged in digital vigilantism might risk legal repercussions, harassment from opposing 

groups, or becoming targets of (dangerous) retaliatory attacks (Jane, 2016). Lastly, there are ethical 

issues and risks to counter-swarming: cyber-swarms, once incited, are hard to control and can 

cause unpredictable damage, so that the outcomes are sometimes adversarial to intent or reactions 

might be disproportionate or directed at innocents. The “crowdsourcing” of justice can be unpre-

dictable and puts the responsibility of action on the individual victim instead of platforms and in-

stitutions. 

Conclusion 
Digital vigilantism and counter-swarming attacks have demonstrated their potential as effective 

mechanisms of community-based self-defense in online spaces, particularly when other modes of 

protection fail to address immediate threats and harassment. However, any act of digital vigilantism 

is still likely to have uncertain results, can be ethically questionable, can put activists at risk, and 

ultimately strengthens extrajudicial cultures online. Thus, the rise of counter-swarms and digital 

vigilantism reflects a reaction to platform enshittification—the degradation of online spaces into 

toxic arenas. So, even though cyber vigilantism might bring short-term wins, it often fails to address 
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the shortcomings of legal and corporate frameworks as well as underlying systematic forms of op-

pression that communities must face in online spaces. Ultimately, the problems of cyber-harass-

ment and cyber-hate urgently require institutional remedies. Thus, rather than being viewed as de-

finitive solutions, these self-defense strategies should be understood as symptomatic responses to 

a broader systemic failure—one where corporations, lawmakers, and enforcement agencies have 

consistently neglected their responsibilities in establishing robust legislative frameworks, imple-

menting effective corporate policies, developing comprehensive pedagogical approaches, and cre-

ating sustainable social structures necessary for addressing these issues at their fundamental in-

stitutional levels. The complex nature of cyber-harassment and cyber-hate demands sophisticated 

institutional remedies that go beyond individual interventions. This underscores the critical im-

portance of implementing systemic changes and establishing comprehensive legal frameworks to 

effectively combat these issues. Well-designed institutional approaches have the potential to de-

liver more sustainable, equitable, and ethically sound solutions to online harassment and hate, par-

ticularly when compared to the limitations and risks associated with individual acts of vigilantism. 
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Abstract 
The concept of smart cities has emerged as a response to the growing challenges of urbanization, 

aiming to leverage Information and Communication Technologies (ICT) and the Internet of Things 

(IoT) to improve the quality of life for citizens (Del-Real et al., 2023). By optimizing urban services, 

fostering sustainability, and enhancing governance, smart cities promise significant societal bene-

fits. However, these technological advancements are not without criticism. Scholars have pointed 

out the risk of top-down, technocratic implementations that prioritize efficiency and corporate in-

terests over inclusivity and the actual needs of citizens (Emami-Naeini et al., 2019; Anthopoulos, 

2017; Fernandez-Anez et al., 2018). Moreover, ethical concerns, such as issues of privacy, equity, and 

the digital divide, remain insufficiently addressed, particularly in scenarios requiring rapid deci-

sion-making, such as crisis management. This study investigates how ethical principles can guide 

the design of smart city technologies, with a specific focus on crisis communication as a use case, 

while situating the discussion within the broader context of smart city development. 

This research adopts a Design Science Research (DSR) approach (Hevner, 2010) and integrates the 

Value Sensitive Design (VSD) methodology (Friedman et al., 2013), which emphasizes the alignment 

of technological design with human values. Additionally, the Penta Helix model (Satyam & Calzada, 

2017) serves as a guiding framework to include diverse perspectives from government, academia, 

the private sector, civil society, and activists. This multi-stakeholder approach recognizes that the 

success of smart city projects depends on collaboration between these groups to address conflict-

ing priorities and trade-offs effectively. Through semi-structured expert interviews, we explore how 
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stakeholders define smart cities, prioritize ethical considerations, and perceive barriers to the im-

plementation of value-sensitive technologies. 

Preliminary findings from the interviews reveal that stakeholders exhibit significantly divergent 

perspectives on the role and purpose of smart city technologies. Government officials and private 

sector actors tend to focus on efficiency, scalability, and technological innovation as key drivers of 

smart city projects. These priorities align with traditional governance models that emphasize cen-

tralized control and rapid decision-making capabilities. In contrast, representatives from civil soci-

ety and activists emphasize the importance of inclusivity, equity, and community-driven solutions. 

For example, several interview participants highlighted that the design of smart city technologies 

for crisis communication often overlooks the needs of marginalized groups, exacerbating the digital 

divide and creating barriers to accessing critical services. These insights resonate with broader cri-

tiques in the literature, which argue that smart cities risk reproducing existing social inequalities if 

inclusivity is not made a central design principle (Macke et al., 2018; Fernandez-Anez et al., 2018). 

Another key theme emerging from the interviews is the tension between the need for centralized 

data systems and the ethical implications of such systems. Centralized data platforms, while ena-

bling more efficient resource allocation and crisis management, also raise significant concerns 

about privacy and surveillance. Stakeholders frequently cited fears of data misuse, lack of transpar-

ency, and inadequate regulatory frameworks to safeguard citizen rights. These findings echo exist-

ing studies that highlight the need to balance privacy and security in smart city environments 

(Kitchin, 2019; Emami-Naeini et al., 2019). Stakeholders expressed a desire for transparent data gov-

ernance structures that ensure accountability while protecting individual privacy. 

A further insight from the interviews concerns the operationalization of ethical principles. While 

high-level values such as sustainability, equity, and transparency are widely acknowledged as de-

sirable, their practical implementation often proves challenging. Many stakeholders noted that ex-

isting guidelines remain abstract and lack actionable steps for integrating ethical considerations 

into design processes. This gap is particularly evident in crisis scenarios, where the urgency of de-

cision-making often leads to ethical trade-offs that are neither well-documented nor sufficiently 

debated. As Vidiasova et al. (2019) argue, operationalizing ethics in smart cities requires frame-

works that are not only theoretically robust but also practically feasible. These preliminary findings 

highlight the complex and often conflicting priorities of stakeholders involved in smart city devel-

opment. By examining these tensions through the lens of crisis communication, the study provides 

initial insights into how value-sensitive design approaches can be used to navigate ethical trade-

offs and foster the development of inclusive and equitable technologies. The study contributes to 

the emerging field of ethical smart city research by offering empirically grounded insights into 

stakeholder priorities, value conflicts, and barriers to implementation. Furthermore, it seeks to 

bridge the gap between theoretical frameworks and practical applications, providing actionable 

guidance for policymakers, technologists, and urban planners working to create resilient, inclusive, 

and ethically sound urban environments. 
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Introduction 
The growth of digital work platforms has challenged traditional legal frameworks, revealing limita-

tions in state regulation in the face of the complexity of these business models. This research ana-

lyzes the compatibility of current legislation and draft laws with the ethical guidelines of the UN's 

2030 Agenda, especially its SDG 8, which promotes decent work and inclusive economic growth. 

The hypothesis is that, although some legal advances exist, most regulatory approaches ignore the 

structural foundations of precariousness, especially financialization and data extraction, limiting 

their effectiveness in transforming working conditions on digital platforms. 

Objectives 
The overall objective of the research was to analyze the compatibility of legal regulatory measures 

on platform work with the ethical guidelines of the UN 2030 Agenda, in particular its SDG 8, consid-

ering whether and how such rules address the business models of digital platforms. 

The specific objectives were: a) to map laws on platform work; b) to examine the guidelines of the 

2030 Agenda and the objectives of SDG 8; c) to assess the compatibility of laws with SDG 8; and d) to 

analyze the legal treatment given to business models. 

mailto:felipe.mano@unesp.br
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Methodology 
The research adopted a qualitative approach, focusing on the documentary analysis of legislation 

on platform work. Data collection was carried out through desk research, using as its main source 

the report Realizing Decent Work in the Platform Economy, published by the International Labor Or-

ganization (ILO) in January 2024. The document brings together a broad set of legal frameworks 

adopted by different countries up to the date of publication (whether in vigor or not) and presents 

different criteria for analysis, including the treatment of employment relationships, social protec-

tion, and platform responsibility. 

The data was analyzed inductively, with an emphasis on verifying the compatibility of these laws 

with the ethical guidelines of the UN's 2030 Agenda and its SDG 8, which deals with the promotion 

of decent work and economic growth. It also examined whether and how the business models of 

digital platforms are considered in legal texts, as a way of assessing the scope and limitations of the 

legal approaches analyzed. From this basis, a deductive approach was used, articulating empirical 

findings with critical references on digital work and law. The aim was to reflect on the viability and 

contours of regulatory alternatives more consistent with the principles and objectives of the 2030 

Agenda. 

Development 
Law is a central instrument in the regulation of social relations, especially in the economic field, 

which includes labor relations. Although there are complementary forms of regulation, such as 

market self-regulation and co-regulation schemes between states and private actors, legal regula-

tion plays a structuring role in the way society is organized (Keller, 2019). 

However, its actions tend to reproduce forms of sociability linked to the capitalist mode of produc-

tion, consolidating certain imaginaries of economic and labor organization (Jasanoff, 2015; Klare, 

1977, 2002; Pachukanis, 2017). These forms follow historical regimes of accumulation and predomi-

nant modes of regulation, reflecting normative limits that shape the scope of legal interventions 

(Klare, 1977, 2002; Lipietz, 1993). Thus, legal frameworks often reinforce existing structures, includ-

ing in the treatment of digital platform business models. 

The report Realizing Decent Work in the Platform Economy (ILO, 2024) identified 38 laws on platform 

work in 20 countries on four continents. The regulations were analyzed according to five criteria: a) 

types of platforms covered (online and/or location-based); b) recognition of employment relation-

ships; c) social security and labor guarantees; d) social participation in regulatory development; and 

e) “other areas,” which includes data protection, use of algorithms, and licensing of platforms and 

workers. Of the total, 15 laws cover online platforms, 37 cover location-based platforms, and 14 cover 

both. Only 13 recognize employment relationships; 33 ensure social and labor protections; 5 in-

volved social representation in their formulation; and 22 address aspects such as algorithms, data, 

and licensing. 
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These measures were compared with the guidelines of SDG 8 of the UN 2030 Agenda, which pro-

poses sustainable economic growth and productive and decent work for all (UN ; [n.d.]). The analysis 

indicates that, although many laws advance in guaranteeing rights, few address the structures that 

sustain the precariousness of work on digital platforms, especially business models based on finan-

cialization, intensive use of data, algorithmic control, and appropriation of digital infrastructure 

(Mano; 2024). 

The link between financialization and data extraction sustains a logic in which the reproduction of 

capital is independent of the direct production of goods and services, shifting labor to a marginal 

position in the productive system. Capital begins to be valued based on its own financial and infor-

mational dynamics. In the business models of digital platforms, this correlation between finance, 

technology, and data extraction is fundamental for capturing income from other sectors of the 

economy, without necessarily generating value through production. These characteristics define 

platform capitalism and contribute directly to the precariousness of work, by reconfiguring produc-

tive relations and weakening traditional legal and social protections for workers (Grohmann, 2025; 

Mano, 2024; Paraná, 2024; 2025; Sadowski, 2019). 

In this sense, it is argued that overcoming precarious working conditions on digital platforms 

through legal regulations requires legal frameworks that address these structural issues, going be-

yond the formal recognition of rights. Effective regulatory approaches need to consider how plat-

forms operate, appropriate value, and organize work, at the risk of promoting only superficial 

changes. Thus, in order to align with the ethical horizon of SDG 8, such measures must also integrate 

a critical analysis of business models and their impact on labor relations (Mano, 2024). 

Conclusions 
Overcoming precariousness in digital platforms requires a multisectoral regulatory policy that ad-

dresses business models and their structural foundations. This includes combating data colonial-

ism, protecting workers, strengthening digital sovereignty, providing access to technological infra-

structure, and promoting participatory forms of governance. Measures such as the digital solidarity 

economy, already underway in countries such as Brazil, point to possible paths forward. To align 

with SDG 8 of the 2030 Agenda, legal frameworks must transcend the recognition of rights and ad-

dress the logic that sustains the current precariousness, including by articulating different forms of 

regulatory intervention, such as co-regulation. 
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Introduction 
YouTube, a central component of modern digital media, serves as a repository for diverse content—

practical instructions, entertainment, education, and political self-expression. However, its user-

generated nature raises concerns about the prevalence of misinformation and radicalizing content, 

compounded by the platform’s opaque algorithms and immense content diversity (McGrady et al., 

2023; Ribeiro et al., 2020; Tang et al., 2021). These challenges highlight the urgent need for scalable 

methods to analyze and classify online videos effectively (Hussain et al., 2018). This study introduces 

a novel, composition-based methodology for classifying online videos, enabling researchers to an-

alyze extensive datasets and address critical questions about content consumption and algorithmic 

curation. 

Objectives 
This research aims to develop an automated, bottom-up video classification method capable of cat-

egorizing vast amounts of content while maintaining interpretability and transparency. Using a 
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dataset of 20,000 YouTube videos representing the viewing habits of Danes, the study seeks to iden-

tify meaningful clusters of videos, such as educational, entertainment, or radicalizing content. Den-

mark provides a highly relevant case study, as 50% of its adult population uses YouTube, with 10% 

relying on it for news (Schrøder et al., 2023). 

Methodology 
Recent advancements in deep learning-based multimodal learning have refined methods to the 

point where transfer learning, leveraging vector representations from pre-trained general-pur-

pose models, now matches or surpasses embeddings based on technical content characteristics 

(Wedel et al., 2024). However, even state-of-the-art video learning models face significant limita-

tions when processing the diversity content as diverse as online videos. Therefore, this study focus-

ses on directly measurable features of video composition, such as linguistic content, visual ele-

ments, and audio characteristics. This transparent approach enhances interpretability, allowing re-

searchers to retrace and critically assess classification processes. The foundation of this study is a 

data donation project involving 1,000 Danish participants who contributed their YouTube watch 

histories through Google Takeout. After screening for sufficient YouTube usage, 20,000 publicly 

available videos were sampled from participants’ watch histories over the past five years. Ethical 

considerations, including GDPR compliance and IRB approval, ensured participant anonymity and 

data security throughout the process. 

The videos and their metadata were downloaded using yt-dlp1. Linguistic features were extracted 

using WhisperAI2 for transcription and TextDescriptives3 for low-level text descriptors (Hansen et 

al., 2023). Following prior research Visual aspects were analyzed by dividing videos into 10-second 

segments, extracting keyframes, and calculating parameters such as color distributions and optical 

flow using FFmpeg4 and OpenCV5 (Berger et al., 2021; Zhu et al., 2024). Audio features were pro-

cessed with Librosa6, generating segment-wise metrics such as spectral contrast and rhythmic 

characteristics. These analyses yielded 327 parameters per video, encompassing linguistic, visual, 

and audio modalities. 

 

1 https://github.com/yt-dlp/yt-dlp 

2 https://github.com/openai/whisper 

3 https://github.com/HLasse/TextDescriptives 

4 https://ffmpeg.org 

5 https://github.com/opencv/opencv 

6 https://github.com/librosa/librosa 
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Preliminary Results 
A proof-of-concept analysis was conducted on a preliminary dataset of 1,114 videos from 200 par-

ticipants. The videos had an average duration of 12 minutes, with a mean of 266,490 likes and an 

average online lifespan of 3.87 years. WhisperAI identified 73.97% of the videos as English, 20.56% 

as Danish, with confidence levels exceeding 94% on average. Initial clustering revealed five mean-

ingful categories, informed by linguistic and visual features, with significant potential for scalability 

to the full dataset. 

Discussion 
This study tests the feasibility of a scalable, automated methodology for classifying online videos, 

addressing critical gaps in current research. By integrating linguistic, visual, and audio features, the 

approach offers a structured framework for analyzing video content without reliance on subjective 

classifications or socially influenced metadata. The preliminary results validate the method’s po-

tential for identifying meaningful clusters within large, diverse video datasets. However, limitations 

of the proof-of-concept analysis, such as the small sample size and reliance on early-stage data, 

necessitate further validation with the full dataset of 20,000 videos.  

Conclusion 
This research introduces a novel method for classifying large-scale online video datasets, combin-

ing interpretability with scalability. By focusing on computationally extractable features, the ap-

proach reduces reliance on opaque algorithms and socially biased metadata, offering a transparent 

and adaptable framework for computational media research. The preliminary findings underscore 

the method’s potential for advancing our understanding of online video consumption patterns, par-

ticularly in the context of Danish media habits. 

Ultimately, this methodology provides a flexible tool for analyzing online videos across diverse pop-

ulations and platforms. Its applicability extends to critical questions about content exposure, algo-

rithmic influence, and the role of digital media in shaping individual and collective experiences. By 

empowering researchers with scalable and transparent analytical tools, this study contributes to 

broader efforts to enhance democratic participation and individual well-being in digital societies. 
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Abstract 
The recently enacted EU Data Act has introduced significant changes of the governance of IoT data 

(Internet of Things), which so far is dominated by IoT manufacturers. This includes new rights of 

users to access and share IoT data as well as a new contract which data holders (manufacturers) 

need for getting permission to use non-personal IoT data from the users. This article analyzes from 

an economic market failure perspective the problems that consumers face with regard to getting 

meaningful control over the generation, collection, use, and sharing of their non-personal and per-

sonal IoT data. It is shown that, in B2C contexts, serious market failures exist with regard to the 

terms of the "licensing" contracts of personal and non-personal IoT consumer data (buy-out con-

tracts, adverse selection), which can lead to a too large collection and sharing of IoT data as well as 

to not enough choice for the consumers. After presenting a broad overview about the current policy 

discussion about a minimum of choice for consumers in competition law and data protection law 

(German Facebook case, new Opinion of EDPB about "consent or pay" on online platforms, Art. 5(2) 

DMA and opt-out solutions in California privacy law), the last part of the article explores and ana-

lyzes a wide range of different policy options for granting consumers more choice about the collec-

tion, use, and sharing of their IoT data (consumer empowerment). One of these policy solutions 

would give consumers the right to use their IoT devices also without having to "license" to data hold 
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ers IoT data that are not necessary for the functionality of these devices, which also might lead to 

"consent or pay" solutions in IoT governance. Other policy solutions would give consumers more 

direct de facto control over their IoT devices and their IoT data, which also might require more tech-

nical interoperability and standardisation.
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The Digital Services Act, Systemic Risk,  
and Data Access 
With the Digital Services Act (DSA), adopted in 2022 and fully applicable since February 2024 (Eu-

ropean Parliament and Council of the European Union, 2022), the European Commission (EC) can 

designate intermediary services with more than 45 million monthly service recipients in the EU as 

Very Large Online Platforms or Search Engines (VLOPSEs). This threshold means that platforms 

which control information flow to and between a significant share of EU citizens, are required to 

follow strict risk management obligations. Specifically, VLOPSEs are required to assess and mitigate 

“any systemic risks in the Union stemming from the design or functioning of their service and its 

related systems [...], or from the use made of their services.” (Art. 34(1), Art. 35 DSA). They also have 

the duty to disclose information through a variety of processes (Leerssen, 2024), among them to 

provide vetted researchers with access to data for “the sole purpose of conducting research that 

contributes to the detection, identification and understanding of systemic risks [...], and to the as-

sessment of the adequacy, efficiency and impacts of the risk mitigation measures” (Art. 40(4) DSA). 

This work will not attempt to resolve the paradoxes arising from the usage of the term “systemic 
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risk”, a concept without clear theoretical or disciplinary bounds (Centeno et al., 2015; De Bandt & 

Hartmann, 2000; Helbing, 2013) in the context of a purpose limitation on data use. Instead, it will 

attempt to provide a brief characterisation and diagnosis of the now formalised relationship be-

tween platforms, researchers, and regulators, meant to facilitate research on systemic risks through 

data access. 

An Imbalanced Triad with Unclear Boundaries 
While the national enforcement authorities (Digital Service Coordinators, DSCs) are tasked with 

parts of the data access authorisation procedure (Art. 40(4-11)), the DSA grants exclusive supervi-

sory and enforcement authority for the specific obligations for VLOPSEs to the EC (Buri & van Ho-

boken, 2022, Art. 56(2) DSA). Provided that it does not capture the entirety of stakeholders in the 

DSA’s risk management regime (Griffin, 2025a) this triadic constellation between researchers, plat-

forms, and enforcement authorities is central to the development of this governance approach (Go-

anta et al., 2025). The knowledge production process around systemic risk set out by Art. 40 drives 

the DSA’s theory of change. Thus for the legislation to succeed at creating “a safe, predictable and 

trusted online environment” (Art. 1(1) DSA), consensus and cooperation must be achieved between 

actors with widely divergent motivations, access to resources and information, network position, 

and potential action space.   

For researchers, the DSA’s data access provisions present both an unseen potential to better under-

stand large online platforms (Valkenburg et al., 2024) as well as a significant limitation of scientific 

freedom due to its purpose limitation (Mast, 2024). At the same time, research resulting from DSA-

based data access will feed back into the legislation’s specific implementation by informing non-

compliance procedures or political agenda setting (Leerssen, 2024), begging researchers to reflect 

on the role they should play in democratic risk governance – especially given that the EC provides 

little transparency on the DSA enforcement strategy (Fabbri, 2025). With increased transparency 

and observability (Rieder & Hofmann, 2020), platforms, on the other hand, face potential enforce-

ment action by the authorities as well as considerable compliance, reputation, product adaptation, 

and competitive disadvantage costs. 

This imbalanced setup is exacerbated by its unequal distribution of responsibilities: while data can 

mostly be exclusively accessed on the platforms’ terms1, the burden to both practically (through the 

establishment of standard measures and practices for data verification, data privacy or security, or 

legal protection) and conceptually develop the data access regime, rests upon researchers engaging 

in the access process. Some of these researchers have reported various issues during the first year 

of data access (Jaursch et al., 2024) representing the platforms’ attempts of boundary reinforcement 

(Griffin, 2025b). How the EC will contribute to the negotiation of acceptable data access largely 

 

1 which means individual application forms and access modalities for each platform (Cameron Hickey et al., 2024; Casas 
et al., 2025; Fabio Giglietto & Massimo Terenzi, 2024) 
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remains to be seen, as most proceedings against, especially American, platforms’ non-compliance 

are yet be concluded, and no larger research funding has been awarded. 

Reflexive Researcher Organisation 
This shows that the success of the DSA’s approach to evidence-based decision-making through data 

access also hinges on platform cooperation, robust governance and regulatory transparency – fac-

tors researchers can only passively influence through research examining these issues. Still, the 

generation of knowledge to not only inform policy decisions but also the wider public, requires re-

flexive researcher organisation. This means, to achieve their shared interests, researchers and 

counter the DSA’s technocratic tendencies, researchers must recognise their position in the 

broader political and regulatory context, and act collaboratively to effectively opening up (Stirling, 

2007) discourse and practice around systemic risk. To this send, coordination (Provan & Kenis, 2007) 

and intermediation (Howells, 2006) promise a more efficient use of resources, increased capacity 

to plan for and address complex problems, higher quality of outcomes2, and improved knowledge 

and information processing and brokering or the development, testing & validation of technologies 

and standards3 respectively. 
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Abstract 
News Recommendation is prone to be privacy-harming, opaque and misaligned with democratic 

values. In this paper, we elaborate on a novel concept for navigating news online beyond the logic of 

recommendation. Thereby we build on existing research that bridges democratic theory and user 

centricity for the development of an interactive visualization of articles and their respective argu-

mentative perspectives that can be used for navigating news online. Eventually, we propose a co-

design workshop with stakeholders from the field of online news alongside users in order to inves-

tigate the development of a usable prototype for news navigation. Overall, the goal is the integration 

into the concept of a privacy-preserving and democracy-friendly news platform for the common 

good in the realm of the research project Democracy-X.  

Introduction  
Today, a big share of news consumption happens through social media (ct. Figure 1). Thus, news con-

sumption behaviour has shifted from consuming news in journalistically curated (online) newspa-

pers to the logic of social media feeds (Eisenegger, 2021). 
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Figure 1: News consumption on social media, % of U.S. adults who get news from social media; (PEW Research Center, Social Media and News 
Fact Sheet 2024) 

 

Characterised by an overwhelming amount of content from different sources, users are often pre-

sented content by Recommender Systems (RS) based on metrics of popularity or their “best fit” 

matching e.g. previous behaviour (Mitova et al., 2023). This comes with a myriad of issues, such as a 

lack of a shared public sphere, potential polarisation and fragmentation of the public discourse 

(Flaxman et al., 2016; Helberger, 2019; Spindle et al., 2020), less diverse information exposure (Mattis 

et al., 2024) and user’s needs such as privacy, autonomy and accuracy (Helberger, 2021, 31) to be ne-

glected. It shows that journalism’s democratic duty needs to be reconciled with practical user issues, 

e.g. providing more opportunities for user control (Mitova et al. 2023) and transparency “about the 

editorial logic behind recommendations” (Helberger, 2019, 1004). 

To conclude, opinion formation in online media settings is significantly influenced by RS and thus 

represents a design challenge that needs to both advocate for the user’s needs and the democratic 

mission of news media. In the research project Demokratie-X,1 an interdisciplinary research team 

investigates how to create a privacy-preserving, democracy-friendly online news platform. In the 

course of this project, the need for an alternative to the navigation paradigms introduced by social 

media platforms has become apparent. In particular, the research groups from the field of Partici-

patory IT Design and Sociological Theory explore possibilities for designing democracy-friendly 

news navigation. 

 

1 “Demokratie-X: Analyse der Tragfähigkeit einer privatheitsschonenden, fairen und gemeinwohlorientierten Plattform 
für Nachrichten“ [Democracy-X: Analysis of the viability of a privacy-friendly, fair and common good-oriented platform 
for news], funded by the Federal Ministry of Research, Technology and Space under Grant No. 16KIS2174 
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Designing News Navigation Beyond  
the Logic of Recommendation 

Beyond the Logic of Recommendation  

The specific logic of recommendation relates to processes of selecting content on the basis of, for 

instance, behavioral predictions. Although recommendations can be designed against the back-

ground of democratic values (Helberger, 2019), they often do not use the specific content of journal-

istic articles but behavioral metrics to operationalize, for example, content diversity (Heitz et al., 

2022). To counter such opaque and potential privacy harming designs, we present an approach that 

does not refer to the logic of recommendation in the classical sense but rather aims to enable users 

to navigate through public controversies (Uhlmann et al., 2025). This perspective draws on pragma-

tistic theories of democracy, which emphasize public disputes and justifications around complex 

issues (such as digitization or climate change) (Latour, 2012; Venturini & Munk, 2021). The appropri-

ate handling of such „matters of concern” (Latour, 2012) presupposes new media formats for jour-

nalism that allow navigation through controversies and which accordingly go beyond the classical 

logics of news recommendation. In the following, we describe first experiences and further devel-

opments regarding the design process of a new navigation format.   

First Iteration of Designing an Alternative Navigation Paradigm 

To develop a prototype for news navigation, we have exemplary mapped the various forms of justi-

fication and criticism in the context of the controversy surrounding electromobility that are used in 

journalistic articles (Uhlmann et al., 2025). In a first iteration, we designed a prototype as web-ap-

plication that visualizes various argumentative perspectives as well as their specific connections in 

journalistic articles, while also allowing an easy identification of the least and most diverse articles 

(see Figure 2). Results of a first user study show that this form of navigation is attractive in terms of 

stimulation for discovering the diversity of perspectives (Horn et al., 2024). However, we also iden-

tified research challenges such as trade-offs between visualizing the complexity of controversies 

and usability as well as challenges regarding proficient business models that use the novel naviga-

tion form. 
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Figure 2: Screenshot of the prototype of the web-application that visualizes various argumentative perspectives connected to their respective 
news articles; taken from Horn et al., 2024 

 

Co-Design Workshop 
Based on the introduced concept, we plan a participatory study for prototyping a usable democracy-

friendly news navigation that addresses the previously mentioned design challenges. For this, we 

will facilitate a Co-design Workshop as outlined by (Steen, 2013). Through Demokratie-X, we have 

already established contact with different stakeholders from the field of online news media, such as 

journalists and their respective publishers, which we want to include in the participatory design 

process alongside prospective users of such a news platform.  

Discussion and Outlook  
Our contribution empowers people to critically assess their online news selection practices by of-

fering a new approach for news navigation. Additionally, by including multiple stakeholder per-

spectives in the design process, we take into account the complex ecosystem of online news media 

and its interplay of different logics and values. 
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Introduction 
This study investigates the far-right-driven “Remigration” debate in Germany, which intensified af-

ter Correctiv’s January 2024 investigation (Bornmann, 2024) on AfD politicians’ involvement in ex-

tremist discussions about mass deportation. Termed Unwort (worst word) of 2023, “Remigration” 

has polarized public discourse, particularly on Meta-owned platforms Facebook and Instagram. 

Combining mixed methods, we analyze 9,896 posts (8,056 Facebook, 1,840 Instagram) collected via 

CrowdTangle from February 2023–February 2024, totaling 3.3 million user interactions. The re-

search explores temporal engagement patterns, content dynamics, and societal implications of this 

debate. 

Background 
In German, Remigration traditionally denotes voluntary return migration, as outlined in the Hand-

book of Return Migration (King & Kuschminder, 2022). However, far-right actors have co-opted the 

term to frame forced deportation of migrants, asylum seekers, and naturalized citizens, intertwin-

ing it with ethnonationalist and racist rhetoric (Akerlund, 2021; Laaksonen et al., 2020). This debate 

reflects broader anxieties about identity and integration, amplified by social media’s role in 
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normalizing extremist narratives (Papacharissi, 2015). Ahmed’s (2004) concept of “cumulative rac-

ism” explains how fringe ideas gain mainstream traction through repeated in-group/out-group dy-

namics, a process accelerated by platforms’ algorithmic architectures (Matamoros-Fernandez, 

2017; Fekete, 2014). 

Methodology 
The study employs a mixed-methods approach. Quantitatively, we apply exploratory analysis of so-

cial media trace data (Freelon, 2014) to map temporal trends in post frequencies and user interac-

tions. Text-mining techniques and hashtag co-occurrence networks reveal content patterns. Qual-

itatively, interpretative content analysis focuses on high-engagement posts to unpack framing 

strategies. This dual approach bridges computational methods with critical discourse analysis, ad-

dressing platforms’ role in shaping migration narratives through “civil” and “uncivil” discursive 

practices (Krzyzanowski & Ledin, 2017; Ekman, 2019). The study addresses the following RQs: 

RQ1: How do temporal trends in post volume and user engagement (e.g., likes, comments) around 

“Remigration” differ between Facebook and Instagram? 

RQ2: What content types (e.g., partisan narratives, news articles) drive high engagement on each 

platform? 

RQ3: How does the social media debate on Remigration reflect or influence broader societal polari-

zation and democratic discourse in Germany? 

Key Findings 
Post volumes surged during the January 2024 AfD scandal, with Instagram interactions (likes/com-

ments) rising sharply, while Facebook engagement remained stable despite similar posting rates. 

This aligns with Yarchi et al.’s (2021) observation of “affective polarization” during crises. 

Right-wing actors, particularly AfD accounts, dominated posting frequencies on both platforms. 

However, Instagram’s younger, visually oriented user base amplified counter-narratives from left-

wing and news accounts, achieving higher engagement with fewer posts. Hashtag networks re-

vealed polarized clusters (pro/anti-Remigration), weakly linked via #afd, reflecting Stier et al.’s 

(2017) findings on AfD’s social media influence. 

The debate exemplifies how algorithmic amplification fosters “cumulative racism” (Ahmed, 2004), 

legitimizing extremist rhetoric. Facebook’s shareability reinforces echo chambers (Heidenreich et 

al., 2020), whereas Instagram’s affordances enable marginalized voices to challenge dominant nar-

ratives (Stravato Emes, 2024). These dynamics mirror global trends where anti-immigration senti-

ments bolster right-wing populism (Van Heerden et al., 2014; Walgrave & De Swert, 2004). 
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This study aligns with the conference’s focus on democracy and well-being in digital societies by:  

• Examining platform architectures: Highlighting how Meta’s algorithms amplify anti-dem-
ocratic narratives, undermining social cohesion.  

• Interplay of agency and curation: Demonstrating how user interactions and algorithmic 
filtering co-shape polarized discourse.  

• Policy implications: Advocating for regulatory frameworks that balance free speech with 
protections against hate speech, informed by Krzyżanowski and Ledin’s (2017) work on dis-
cursive governance. 

Conclusion 
The Remigration debate underscores social media’s dual role as a catalyst for democratic engage-

ment and a vector for illiberal ideologies. Policymakers must address platform governance to miti-

gate harms while preserving civic participation. Future research should explore intersectional vul-

nerabilities, particularly for marginalized groups, to foster inclusive digital spaces. 
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Introduction 
As global heating continues, public debates about climate change also shift. Faced with mounting 

evidence of more frequent and extreme weather events around the globe, narratives opposing cli-

mate action have moved from outright climate change denial to delay tactics (Lamb et al., 2020; 

Painter et al., 2023). Conversely, advocates for climate action are making increasingly forceful argu-

ments for urgent practical interventions. 

Such discursive strategies can be observed in many nations, yet Australia makes for an especially 

useful case study: it is particularly exposed to the consequences of climate change, has experienced 

increasingly severe disasters including cyclones, floods, and bushfires across its diverse climatic 

zones; and features a parliamentary political system which spans the full breadth from outright cli-

mate change denial (amongst the conservative Coalition) through support for modest incremental 
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initiatives (from Labor) to calls for urgent action (by the Greens). Additionally, a new group of ‘Teal’ 

independents (named after their campaigning colours) blending pro-business and environmental 

values has successfully challenged incumbent MPs perceived to be stalling climate action (Hendriks 

& Reid, 2024). 

Data and Methods 
This paper examines the evolution of Australian public debate on climate action over nearly seven 

years, from January 2018 to August 2024 (spanning significant extreme weather events in 2019/20 

and a change of federal government in May 2022). We draw on data from CrowdTangle on public 

discussions on Facebook, filtered for public pages from Australia and for posts that contain one or 

more climate-related keywords. We chose Facebook because it remains the most popular social 

media platform in Australia (e.g. Park et al., 2022: 85); our data capture post content and engagement 

data from official political pages (parties, politicians, candidates), news outlets, civil society groups, 

activists, local community pages, and various other actors. The total dataset contains some 4.8 mil-

lion posts. 

Figure 1: A map of distinct practices in the dataset, highlighting groups of pages engaging in climate policy debate, broader political commentary 
and news reporting, emergency responses, weather chasing, and other themes. Some clusters have a specific local or regional focus. 

 

We conduct a longitudinal analysis of this dataset using the practice mapping method (Bruns et al., 

2025), which is especially useful in this context as CrowdTangle data contain no interaction network 

information. Practice mapping instead constructs networks between individual Facebook pages by 

systematically comparing them for similarities in their posting practices: this includes general lan-

guage choices, specific climate change claims, references to other actors and entities, embedded 

links, images, and videos, and other discursive features that can be extracted from the post content 



\166 
 

Weizenbaum Conference 2025 

– collectively, their posting practices. Pages are then clustered into larger groups based on the 

strength of affinities between their practices, which in turn also enables us to determine the relative 

alignment or opposition between these larger clusters. Fig. 1 shows a preliminary practice mapping 

network for our dataset, using only a limited set of content features, illustrating the detection of 

distinct discursive clusters. 

Practice mapping networks typically show several distinct clusters, featuring closely aligned actors 

that represent a particular discursive position; these clusters are in turn often grouped into larger 

discursive alliances that each stand for a broader agenda (e.g. for or against immediate climate ac-

tion), and engage in an antagonistic and potentially polarised discursive struggle with each other.  

Contribution 
We construct such a practice mapping network for the entire multi-year dataset, identifying broad 

overall patterns of agonism and antagonism (Dehghan, 2020) in Australian climate debates, but also 

trace the positioning of individual pages in our dataset across this map over time – month by month 

and year by year. This charts the diachronic evolution of climate change discourses in Australia: ac-

tors originally engaged in outright climate change denialism might move towards climate action 

delay as denial becomes untenable in the face of the evidence; actors calling for modest global ac-

tion might move towards support for more urgent local initiatives.  

We pay particular attention to the impact of major unforeseen developments (bushfire and flood 

emergencies; protest actions) and regular events (annual climate summits; release of scientific re-

ports; federal elections in 2019 and 2022) on discursive practices. We cross-reference these prac-

tices with user engagement metrics for pages and posts, to examine whether audience preferences 

for specific stances towards climate change also evolve over time, and potentially even whether this 

evolution precedes or lags behind discursive changes at the page level. 

Applying practice mapping to a large-scale longitudinal dataset, this paper makes a unique contri-

bution to the study of discursive shifts in public debate at a national level. Our work documents the 

diachronic contingency of discourses on endogenous or exogenous events; polarisation dynamics 

around climate action in Australia; and the resonance of arguments for or against urgent climate 

action amongst the broader public. It also serves as a blueprint for similar longitudinal studies of 

public debates on and across other platforms. 
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Introduction 
In this paper, we present a framework that uses a protocol-based approach to transform ontologies 

of social norms into actionable agendas for the development of democratic technical systems. We 

discuss how the democratic governance of communities, community-owned infrastructures, and 

digital commons can be organized based on dynamic and fluid deliberation processes using socio-

technical protocols. We examine how communities can be empowered to control algorithms, data, 

and infrastructure through systems that are “democratic by design,” focusing on the emerging vi-

sion of digital democracy where collaborative technologies form a symbiotic relationship with dem-

ocratic processes. After introducing key principles for democratic technologies and governance 

processes, we propose the concept of hatching, a process that is sensitive to the cultural variances, 

different technological visions, and dynamic technology needs for intersecting social groups. This 

concept of a commons for digital deliberation helps reimagine the development of technologies and 

infrastructures as a community-oriented instead of user-oriented approach based on flexible pro-

tocols instead of stack models. 

Technological Challenges to Democracy  
In today’s digital society the technical systems that enable participation in public discourse, access 

to knowledge and information, and building communities are increasingly relying on proprietary 

infrastructure governed by opaque entanglements between humans and algorithms. This 
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entanglement has increased with the development of large language models (LLMs) that shape user 

experiences as a “multiverse of echo chambers” (Lu, 2023), giving rise to the “algorithmic internet.” 

People have less power over the design and governance of these infrastructures and their own data 

and algorithms. Two major interrelated trends signify this anti-democratic shift in technology de-

velopment: (1) Anti-social trends, driven by technologies like social media, crypto or FinTech, break 

down the social fabric, erode norms, heighten polarization and lead to an expanding reach of fi-

nance technologies within societies and are largely unaccountable to democratic principles and 

control. The second thread is (2) the centralization trend: new technologies (machine learning, foun-

dation models, IoT) tend to centralize power in the hands of actors with privileged access to both 

data and capital so that “small groups of engineers can have the ability to set patterns in systems 

that shape the rules of social life for billions of citizens” (Weyl & Tang, 2024) These centralizing 

trends increasingly normalize unprecedented systems of surveillance and centralized control over 

information (Zuboff, 2019). These technological trends are putting increasing pressure on demo-

cratic societies when being used by anti-democratic movements and they strengthen authoritarian 

regimes as means of power and control. To overcome these trends, technology must be understood 

as politics, with different visions and options available for a technological future. 

Digital Democracy: Key Principles 
To overcome these anti-democratic trends, we suggest three key principles that digital democracy 

needs to address: Firstly, in a digital democracy, technologies help empower emerging publics. Ac-

cording to John Dewey (1927), all new technologies are corresponding to emerging publics with their 

own spatial or temporal interdependencies, which create challenges to democratic processes. Dig-

ital technologies and the emerging publics they help create today are mostly managed by markets 

and often poorly represented or governed by preexisting (democratic) institutions. A democratic 

governance approach to digital technologies would require that new challenges posed by these so-

cio-technical systems should be managed by the “relevant public”, meaning groups of people whose 

lives are directly affected and shaped by this technology. Secondly, digital democracy accounts for 

the plurality of intersecting social groups. People’s identities are constituted by intersecting com-

munities that form the core fabric of the social world (Simmel 1908). So, democratic technologies 

enable networked and intersecting identities and encourage dynamic group relations, societal 

complexity and difference, a vision for which Weyl and Tang (2024) have coined the term Plurality. 

Plurality empowers individuals to form and express different group identities and participate in in-

tersecting communities with their distinct social relations, identity systems, decision-making pro-

cedures, and property regimes. And thirdly, as a direct result of the erosive, anti-democratic, and 

surveillance-increasing tendencies, many people have developed a general skepticism and discon-

tent with technological progress. Digital democracy needs to formulate a positive vision of progress 

in which collaborative technologies are forming a symbiotic relationship with democratic practices. 

Reimagining digital technologies as public goods and services and increasing public investment in 

their infrastructures can be a first step towards digital democracy. But it needs a paradigm shift to 

make democratic principles the default in technology development. 
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Democratic Technology: A New Ontology 
An ontology is a formal representation of a set of concepts and their relationships within a given 

domain. The challenge in building democratic socio-technical systems is often rooted in the trans-

lation of different ontologies and vocabularies between the engineering, social sciences, and hu-

manities (Callon, 1987). Technical systems rely on ontologies of language, objects, and functions. So-

cial systems rely on concepts of power, communication, identity, and relationships, as well as cul-

ture and history. Understanding these two realms of knowledge, not as separate systems with their 

own ontology, but instead as assemblages, helps to shift the focus on associations and relations be-

tween human and nonhuman actants in the study of technology. Ontologies of social norms can 

then provide a structured and organized framework for understanding the complex web of social 

guidelines that govern human behavior in association with technology. 

Hatching the Commons 
In this paper we propose that instead of thinking of technical systems in terms of stacks that are 

built by software architects based on presupposed user needs, we should establish processes that 

help develop technical systems that are rooted in dynamic communities, their cultural practices, 

and intersecting identities, as well as their socio-technological visions. Protocols can help trans-

form stack-oriented thinking into a more organic and dynamic way to build systems that serve com-

munities’ needs. Deschermayer (2022) suggested the term “Hatch” to indicate this sensitivity to the 

initial social conditions that precede any building process. Hatching as a cultural build is grounded 

in principles for commons stewardship (Ostrom, 1990) and the nurturing of cultural processes. 

Hatching is the initial phase in creating the Commons: “Engineering any complex system is a con-

sideration of its initialization conditions—in a Commons, we call these initial conditions the ‘Hatch’. 

[…] because new paradigms sometimes require new terminology to avoid misconceptions and the 

connotations of old vocabulary” (Commons Stack, 2021).  

Hatching introduces the new role of a governor-engineer (Zhang, 2025), which is crucial for trans-

forming a theoretical social framework into actionable steps and cultivating a process of techno-

scientific governance (Fritsch, 2020). A governor-engineer is a person who can apply knowledge 

from building technical systems in the realm of governance and helps shift from the practice of re-

quirements engineering, where requirements are translated into features in the process of soft-

ware development, to a new process that creates actual agency among communities and individual 

users (or inhabitants of digital spaces) by defining them as pioneers, leaders, facilitators, or found-

ers, etc.: those who educate, those who explain new interdependencies to others, and those who 

help these “new publics” to come into existence are engaging in systems building as a deliberative 

practice. 
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Protocols for Democratic Socio-Technical Systems – 

ATProto as an Illustrating Example 

Protocols can function as a method to translate between different realms of thinking and to find 

solutions to coordination problems in digital society (Rao et al., 2023). The use of protocols, even 

though they are “hard to study and easy to ignore” (Rao et al., 2023), is in fact not such a new idea but 

has been part of the utopia of the internet from its very beginning: a system of frictionless global 

communication and instant access to the knowledge of humanity—a “dream of scale and ease” (Lu, 

2023). 

The Authenticated Transfer Protocol (ATProto) is a decentralized protocol for large-scale social web 

applications. ATproto is the protocol underlying the Bluesky social network and the IndieSky move-

ment, which set out to create infrastructure for open social media in the jurisdiction of Europe. Cen-

tral initial hatching conditions are based on two technical pillars: sovereign identity and algorithmic 

choice. Let's briefly look at how identity is managed on Atproto: Users in ATProto have permanent 

decentralized identifiers (DIDs) for their accounts, which are immutable. This means once created, 

they cannot be altered; all content is signed by this identifier, and the protocol is agnostic to where 

the data is stored. DIDs are the long-term persistent identifiers for accounts in ATproto, but they can 

be opaque and unfriendly for human use. The mechanism for verifying the link between an account 

handle and an account DID relies on DNS—the domain name system. Thus, every handle must be a 

valid network hostname. Handles are a less permanent but more human-friendly identifiers for ac-

counts. 

User data is exchanged in signed data repositories. These repositories are collections of records, 

which include posts, comments, likes, follows, etc. stored at a hosting provider. Using a configurable 

domain name, which acts as a human-readable handle, identities include a reference to the user's 

current hosting provider and cryptographic keys used to sign their data. This interplay of data serv-

ers, immutable DIDs and mutable account handles ensures that users can migrate their accounts 

to any new data server, and that they can do this without the server's involvement—which means 

they do not need to ask for permission. All data signed by their cryptographic key is tied to their ID 

and can move freely between data providers, and all relationships persist between such migrations. 

Lock-in effects are effectively removed. On BlueSky the social graph is open and managed as a pub-

lic good. Everybody is invited to build applications tailored to their communities’ needs on top of it. 

The second pillar important for the hatch (the initialization conditions) is algorithmic choice. Users 

on ATproto are free to select their feeds and can even choose to build their own custom feeds that 

others can subscribe to. Custom feed builders, like Graze, can help build custom feeds on Bluesky 

and allow users to build, deploy, and manage their feed, including custom timelines and sort order 

of posts. 
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Conclusion 
In this paper we have discussed how digital democracy aims to transform social norms into action-

able agendas for democratic technical systems by focusing on the democratic governance of com-

munities, community-owned infrastructures, and digital commons through dynamic deliberation 

processes using socio-technical protocols. The concept of hatching the commons suggests a shift 

from traditional stack-oriented thinking to a more organic and dynamic approach, grounded in 

principles for commons stewardship and the nurturing of cultural processes. Protocols like ATProto 

can help create a socio-technological ecosystem that translates between different realms of think-

ing and helps to find solutions to coordination problems in digital society. When regarded in this 

way, protocols can help advance socio-technical systems that are inherently democratic.  

However, the social and technical complexity of a transition from proprietary platforms and pri-

vately owned infrastructures remains substantial, and social lock-in effects are still powerful and 

unlikely to change rapidly, so that many open questions remain. For example, what are incentive 

structures for participation in deliberative and democratic infrastructure commons, and how can 

the transformation be facilitated? To address these open questions, we envision the collaborative 

development and maintenance of software-mediated systems as a deliberative practice grounded 

in interdisciplinary co-creation between intersecting communities as well as engineering and so-

cial science disciplines. 
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