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Shaping uncertain journeys into digital futures - perspectives on
the digital and socio-ecological transformation

André Ullrich, Thomas Kox, and Herbert Zech

Our earth has already passed six of nine planetary boundaries that are
critical for maintaining the stability and resilience of it (Richardson et al.,
2023). Threatening environmental developments, such as overconsumption
of resources (Daly, 2005; Kirsch, 2020), increasing amounts of technologi‐
cal waste (Notley, 2019; Saha et al., 2021), and improper handling of used
products and goods (Ali et al., 2021; Zhang et al., 2022), are frighteningly
compromising the health of our planet. Along with the substantial energy
consumption required to train artificial intelligence (AI) tools and models
(Wu et al., 2022), a major concern is that digitalisation, and especially
AI, may exacerbate rather than alleviate environmental issues (van Wyns‐
berghe, 2021). In particular, there is a need for a critical-analytical view
of ecological, social, and discursive issues of sustainable AI beyond the
narrative of technological solutionism, which is based on an informed and
empirical foundation (Ullrich et al., 2024).

Considering the societal cohabitation of humanity, we are experiencing
an erosion of democracies (Laebens & Lührmann, 2023), a new era of mi‐
gration towards Europe (Osler, 2023) and North America (Massey, 2020),
and increasing inequalities in various aspects, including access to education
(Easterbrook & Hadden, 2021), income, and healthcare (Wang & Xu, 2023).
Such disparities are accelerated by and in the digital sphere. There have
been significant debates around the potentially adverse effects of increased
screen time on mental and physical health, such as the excessive use of
digital devices being associated with poor sleeping behaviour (Martin et
al., 2021) and obesity (Fang et al., 2019) or contributing to depression
and anxiety (Meier & Reinecke, 2021). Furthermore, privacy violations
and cybersecurity issues compromise digital sovereignty (Momen, 2023;
Timmers, 2019), affecting both individual and societal maturity. All of these
are frighteningly compromising the prosperity of our futures.

In particular, sustainability and AI are two critical areas that have been
gaining increasing attention in recent years. The twin transformation – the
intertwined digital and ecological transformation of societies (Barth et al.,

9
https://doi.org/10.5771/9783748947585, am 09.04.2025, 13:28:30
Open Access –  - https://www.nomos-elibrary.de/agb

https://doi.org/10.5771/9783748947585
https://creativecommons.org/licenses/by/4.0/
https://www.nomos-elibrary.de/agb


2023) – holds immense potential for addressing some of the most pressing
environmental challenges facing our planet today. As the global population
continues to grow and natural resources become scarcer, finding innovative
ways to promote sustainable developments is essential. Digitalisation has
the potential to optimise resource use, reduce waste, and uncover new
solutions to complex environmental problems. For example, digital plat‐
forms can be used to foster circularity and close resource loops (Körppen
et al., 2024), facilitate mobility and energy transitions (Canzler & Knie,
2016; Dekeyrel & Fessler, 2024), and reduce information asymmetries of
company information (Salvi et al., 2021). Additionally, they can promote the
involvement and participation of citizens to influence their local spheres
through the use of publicly available data (Hamm, 2020), improve climate
literacy through engagement in citizen science projects on digitality and
sustainability (Kox et al., 2020), and enhance relations between citizens and
public organisations (Santolamazza et al., 2024).

However, the promise of participating in shaping the future seems con‐
tingent upon designated invitation, leading to civics washing instead of
civic involvement (Zehner & Ullrich, 2024). Technologies and social devel‐
opments thus mutually condition each other in a co-evolutionary (Stewart
& Williams, 1998) process that precludes the identification of simple cause-
and-effect relationships (Gerhold & Brandes, 2021). That emphasises the
complexity of so-called wicked problems (Rittel & Webber, 1973) and the
fundamental indeterminacy of the future. The associated uncertainty about
future developments and resulting phenomena, such as mental overload,
anxiety, and a weakening of social norms, can make it more difficult to
deal with potential crises and their dynamics. Scientifically sound strategic
foresight can be used to determine which developments are conceivable
and likely to actively shape the future (Gerhold & Kox, 2024).

The Sixth Weizenbaum Conference focused on the question of how we
can shape a desirable future in the face of current and future challenges
and crises. This anthology comprises diverse contributions that approach
this question from different perspectives against an interdisciplinary back‐
ground: 1) Smart cities and urban transformation, 2) digital technologies
for sustainability, 3) social justices, governance, and citizen participation,
and 4) imaginaries and visions of futures.

André Ullrich, Thomas Kox, and Herbert Zech
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1. Smart cities and urban transformation

In her contribution, Francesca Bria develops the building blocks for a
European strategy for a digital economy based on sustainability and human
rights. In view of the current polycrisis, triggered by (trade) wars, migra‐
tion, and climate crises, as well as dependencies on critical raw materials
and geopolitical shifts, she poses the question of a desired society. She calls
for a democratic agenda to protect data, interests, critical processes, and
infrastructures and an anti-monopolistic economic policy committed to cli‐
mate neutrality, open-source technologies, intra-European interoperability,
and competition. Mennatullah Hendawy et al. analyse the promise of smart
cities and their actual (non-)implementation, rejecting it as impractical
and providing avenues for possible futures of digitally enhanced cities.
Bonny Brandenburger et al. investigate challenges and enabling factors for
digitalisation projects in the context of smart regions from the perspective
of municipality staff. They emphasise that communication within and with
citizens is key and that the problems at hand must be understood as social
problems so that socio-technical support can help overcome them.

2. Digital technologies for sustainability

Various aspects of the twin transformation and instruments for shaping
desirable futures are presented in a number of contributions. Ina Schiefer‐
decker looks at the uncertainties regarding climate change and the develop‐
ment of technologies. She emphasises the potential of sustainable, green
artificial intelligence for ecological transformation and discusses accompa‐
nying myths. Lubna Rashid et al. examine the drivers of pro-environmental
attitudes and behaviours among workers in high-emitting industries in
Germany and highlight purpose, leadership, emotional resilience, and in‐
clusion as decisive factors for shifting towards environmentally conscious
practices. Florian Butollo et al. analyse the influence of generative AI on
knowledge work and call for new requirements regarding skills, creativity,
and the ability to verify the authenticity and reliability of automatically
generated content for workers when engaged with generative artificial
intelligence tools. Paula Scharf et al. present a mobile, energy-efficient,
and low-cost sensor-based system for optimising bicycle-oriented mobility
planning and safety strategies. Verena Majuntke et al. discuss the possibil‐
ities of making software more efficient and sustainable. They argue that

Shaping uncertain journeys into digital futures
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the first step is to make these parameters measurable not just in terms
of energy consumption but holistically, taking into account resource and
water consumption. More collaboration between European countries is
needed for international standards and effective regulation. They suggest
that in addition to contributing to greater transparency, open source also
enables greater choice.

3. Social justice, governance, and citizen participation

In a similar vein, several contributions elaborate on issues of social justice,
governance, and citizen participation. Tina Comes et al. present a case
study on the behaviour of refugees and the provision of vital infrastructure,
from which concrete recommendations for improvement could be derived.
Christian Herzog et al. analyse digital sovereignty as an ill-structured prob‐
lem that can only be solved procedurally and call for resiliently pursuing
and engaging in spaces of negotiations. Anne Mollen et al. argue along
similar lines and demand a social science perspective to adequately address
the question of how infrastructures of generative AI can be sustainably
shaped. With this focus on sustainability, they develop a socio-technologic‐
al concept of AI infrastructures that points to the socio-ecological effects of
their production and discuss how AI infrastructures can be shaped sustain‐
ably. Florian Meissner et al. discuss how the Federal Office for Information
Security informs the public about security problems via social media, with
the sobering result that this is often inadequate, vague, and self-referential.
Ame Elliott reports the results of a series of workshops and the challenges
faced in cross-disciplinary research on the topic of data donation for clean
energy. Most participants perceived this task as a classical engineering
problem, which they felt they lacked the professional knowledge to address
rather than embracing it as a wicked problem. Marc Steen’s essay discusses
alternative ways to design and use digital technologies to deal with societal
and environmental issues by looking at non-Western indigenous cultures.
Ines Weigand investigates Communities of Practice in the context of the
Open Source movement regarding their specific knowledge practices and
cultures. On this basis, she provides suggestions on how academia can
participate in such knowledge ecosystems by focusing on the role of partic‐
ipatory and practice-based design research. Mennatullah Hendawy et al.
identify key narratives and representations of citizens within the United
Arab Emirates’ national AI strategy. On this basis, they call for inclusive

André Ullrich, Thomas Kox, and Herbert Zech
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governance models that actively involve citizens in shaping AI policies
to ensure that AI development aligns with societal needs and democratic
values. Yuya Shibuya et al. investigate the potentials and limitations of civic
data by contrasting it with the concepts of counter-data and open data.
They reveal that there exists a limited understanding of what constitutes
‘civic’ data and note that issues related to power structures, diversity and in‐
clusion, and the infrastructuring of civic data have received little attention.

4. Imaginaries and visions of futures

Several papers discuss the ideas and imaginations of the future that motiv‐
ate contemporary actions. Josephine Schmitt and Samuel T. Simon analyse
drawings and sketches that people had made about their visions of the
future, allowing for reflections on the importance of ethical considerations
in the development and deployment of digital technologies. Annemarie
Witschas criticises visions of the future as powerful constructions of indus‐
trial actors working against a socio-ecological future and proposes a demo‐
cratic reconquest of the future. Lorenz Erdmann presents the approach of
horizon scanning combined with sensemaking activities, which could enable
organisations to minimise the uncertainties of the twin transformation,
eliminate systematic biases in thinking about the future, and enable mean‐
ingful action.

This anthology is intended to inform researchers, practitioners, and
policymakers, encouraging them to take responsibility for our behaviour
and its impact on the environment and societal life, that is, the basis of
living conditions of future generations. Thus, we wish to take a step further
in the right direction and help minimise the knowledge gap. But, much
more importantly, we aim to provide ideas and examples that help us
assess the impact of and modify our actions, as we are convinced that we
currently face an action gap rather than a knowledge gap. Therefore, we call
on citizens, policymakers, practitioners, and scholars: It is time to act, to
individually and collectively contribute to designing convivial futures.
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Europe’s path to digital independence

Francesca Bria1

1. The age of polycrisis and a new industrial paradigm

We are currently undergoing rapid and profound changes. In Europe, the
war in Ukraine continues to unfold, while in the Middle East, the ongoing
conflict in Palestine threatens to spread across the region. At the same time,
we are confronted with a climate emergency, a migration crisis, and the
escalating US–China trade war. In these times of polycrisis, as economists
and intellectuals have described, it is imperative that we seek ways to move
beyond the status quo.

The technological trends we face today carry significant geopolitical
implications reminiscent of the Great Power competition during the Cold
War. Control over technological and scientific development – particularly
in frontier technologies with disruptive societal and economic impacts
– has become crucial. The ongoing race between the United States and
China for technological supremacy, heavily reliant on critical raw materials,
profoundly affects our ability to transition to a more sustainable and just
global economic model. The vulnerabilities in supply chains and the tech‐
nological decoupling of these superpowers impact all economic sectors,
with substantial geopolitical and economic consequences. This situation
raises the pressing question: Are we facing a new kind of Cold War, defined
by technological decoupling, where the United States and China develop
separate technological ecosystems?

As we navigate this era of rapid technological advancement, it is crucial
to reassess the shifting geopolitical landscape and question whether we are
witnessing the end of globalisation as we once knew it. The decline of
hyper-globalisation challenges the neoliberal market paradigm, which ad‐
vocated free trade and market efficiency as pathways to wealth creation. In‐
stead of delivering widespread prosperity through trickle-down economics,
this model has deepened inequalities, heightened wealth polarisation, accel‐

1 The following text is a transcript of a keynote delivered by the author at the Weizen‐
baum Conference 2024.
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erated climate change, and concentrated market power in the hands of a
few in the Global North – often at the expense of people in the Global
South and the planet.

Some experts suggest that we are entering a new phase of ‘de-global‐
isation’ or near-shoring, where nations increasingly prioritise domestic
production and reduce their reliance on global supply chains. This shift
is characterised by the rise of economic statecraft, where governments im‐
plement interventionist policies – such as tariffs, price controls, and restric‐
tions on critical technologies – to protect their national interests. A notable
example in the high-tech sector is the US government’s decision to pro‐
hibit the Dutch company ASML from exporting its advanced lithography
technology to China. This move, intended to curb China’s technological
advancement in key areas, underscores a growing economic protectionism
trend. It marks a departure from the laissez-faire approach that dominated
previous decades and prompts a reevaluation of the relationship among
economic policy, state intervention, and global trade. These developments
suggest that we are entering a new geopolitical landscape where traditional
notions of globalisation are being reshaped by the imperatives of national
security, technological sovereignty, and economic resilience.

2. The quest for Europe’s technological independence

Europe views the current technological landscape as a critical political
challenge that necessitates a strategic and alternative approach. In response
to the Covid-19 pandemic, Europe has prioritised shared agendas and
ambitious goals, including the creation of a new generation of European
common debt to commit significant investments to the European Green
Deal. The continuation and success of these initiatives will hinge on the
effectiveness of the upcoming European Commission.

Europe faces the urgent task of reclaiming its sovereignty in the technol‐
ogy sector. Beyond its dependence on rare earths and raw materials – many
of which are sourced from the Global South and are essential for digital
and green transitions, such as cobalt and silicon, predominantly mined in
Africa – Europe is also critically dependent on hardware, semiconductors,
computing power, data infrastructure, AI, and digital platforms, all of which
are predominantly controlled by US-based companies.

Europe’s extensive reliance on external technological infrastructure has
placed it in a precarious position, with its digital sovereignty increasingly
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dictated by foreign forces. The dominance of US-based tech giants over
critical components of Europe’s digital ecosystem – ranging from chips and
computing power to AI and digital platforms – has led to what can be
described as a new form of digital colonialism. In this scenario, Europe has,
in many ways, ceded control over its digital future, with its industries and
institutions deeply embedded in and dependent on technologies governed
by external entities.

To address this vulnerability, European policies are increasingly focused
on enhancing supply chain resilience and ensuring economic security. This
approach includes advocating for decolonial and resilient supply chains
that prioritise fairer and more sustainable industrial practices, as well as
developing robust domestic capabilities in hardware, computing, AI, and
digital platforms. By reducing these dependencies, Europe aims to reclaim
its digital sovereignty and safeguard its technological future from external
control.

The challenges ahead are significant. The intensifying chips war, the
surging demand for computational power, and the growing concentration
of AI market control underscore the urgent need for Europe to secure tech‐
nological sovereignty in this rapidly evolving global landscape. Addressing
these challenges is critical for Europe to maintain its strategic autonomy
and ensure its digital infrastructure aligns with its long-term interests.

a) The chips war

One of the most pressing examples of technological vulnerability is the on‐
going ‘chips war’, as highlighted in Chris Miller’s book, which underscores
the critical importance of microprocessors in global technology and indus‐
try. The Covid-19 pandemic starkly exposed the fragility of global supply
chains, particularly in Germany’s automobile sector, where a severe short‐
age of semiconductors led to widespread production delays and substantial
economic losses. This crisis revealed the world’s heavy reliance on a few key
microprocessor manufacturers.

The digital revolution, far from an abstract concept, is deeply rooted in
substantial physical infrastructure – submarine cables, satellites, and data
centres – all powered by microprocessors. The chip supply chain, highly
concentrated with significant production in Taiwan, particularly by the
Taiwan Semiconductor Manufacturing Company (TSMC), and with cru‐
cial machinery provided by ASML in the Netherlands, presents significant
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geopolitical risks. This dependency highlights the urgent need for more
secure, resilient, and diversified supply chains to mitigate the growing risks
posed by geopolitical tensions and potential disruptions.

For Europe, the implications of these vulnerabilities are profound. The
continent’s heavy reliance on external suppliers for critical technologies
places its industries, especially automotive and high-tech manufacturing, at
considerable risk. As geopolitical tensions continue to escalate, particularly
between the United States and China, Europe’s position in the global semi‐
conductor supply chain becomes increasingly precarious. This situation
underscores the urgent need for Europe to develop its own semiconductor
manufacturing capabilities and diversify its supply sources. To address
these challenges, Europe must invest heavily in achieving technological
sovereignty. Initiatives like the European Union’s European Chips Act are
essential steps in the right direction, aiming to reduce dependency on
foreign suppliers and enhance resilience against supply chain disruptions.

While strengthening Europe’s domestic semiconductor industry and
forging strategic partnerships is essential for reducing risks associated with
a concentrated global chip supply chain, this approach faces significant
obstacles. The immense costs and lengthy timelines needed to build a com‐
petitive semiconductor sector, coupled with Europe’s current technological
lag and dependence on global supply chains, complicate the pursuit of true
technological sovereignty. Furthermore, geopolitical pressures – especially
from the US–China rivalry – and the inherently global nature of the semi‐
conductor industry mean Europe may still be reliant on external expertise
and partnerships for the foreseeable future. Therefore, to truly secure its
tech sovereignty, Europe must implement robust regulatory frameworks
and industrial policies that not only foster long-term technological inde‐
pendence but also ensure sustainability and resilience against geopolitical
disruptions.

b) Computational power

Computing power, particularly in the realm of supercomputing, is rapidly
emerging as a critical battleground in the ongoing geopolitical and techno‐
logical competition. Europe is making substantial investments in both pub‐
lic and private computing infrastructures to secure its position in the global
digital economy. These investments are essential not only for advancing
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scientific research but also for tackling complex societal challenges, such as
climate change, and for ensuring Europe’s digital sovereignty.

At the forefront of this technological race is quantum computing – a
field that, although still in its early stages, has the potential to revolutionise
scientific paradigms and reshape global power dynamics. Recognising the
transformative potential of quantum technologies, both the public and
private sectors are making heavy investments in research and development.

For Europe, the stakes are high. As quantum computing and super‐
computing become integral components of the modern technological land‐
scape, Europe’s ability to compete on the global stage will increasingly
depend on its capacity to lead in these areas. Initiatives like the EuroH‐
PC Joint Undertaking and the Quantum Technologies Flagship are vital
efforts to bolster Europe’s capabilities, ensuring the continent remains com‐
petitive. Failure to do so could leave Europe vulnerable to technological
dependencies.

Advancing computational power indeed brings significant sustainability
challenges, particularly due to the resource-intensive nature of data centres.
These centres, essential for storing and processing the massive amounts of
data required for supercomputing and quantum computing, consume vast
quantities of water, electricity, and land. According to a report published
in Nature,2 data centres annually consume more than 200 terawatt-hours
of electricity worldwide, rivalling the energy consumption of some mid-
sized countries. Moreover, Goldman Sachs’ recent report highlights that
AI is poised to drive a 160% increase in data centre power demand as
the processing power required for training and deploying advanced AI
models continues to escalate. This surge in energy demand, coupled with
the significant water and land resources required for cooling and housing
these facilities, amplifies the environmental challenges posed by the current
extractive data centre model. As the demand for data processing grows, ad‐
dressing these sustainability issues becomes increasingly critical to balance
technological advancement with environmental stewardship.

Europe must, therefore, rethink its approach to data centres, focusing
on more sustainable models for public computing infrastructure. Doing so
could involve developing energy-efficient data centres, exploring innovative
cooling methods, and ensuring that data centre locations are selected with
environmental impact as a key consideration. By integrating sustainability
into its strategy for enhancing computational power, Europe can build a

2 https://www.nature.com/articles/d41586-024-00478-x
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digital infrastructure that not only supports technological innovation but
also aligns with its broader environmental objectives.

c) Market power in artificial intelligence

The rapid rise of AI has sparked critical questions about the true scope of
its advancements and the risks posed by the concentration of power in the
hands of a few tech giants. Companies like Google, Amazon, Microsoft, and
NVIDIA control vast reservoirs of data, computational power, and cutting-
edge chips essential for training advanced AI models. This concentration
has raised alarms about monopolistic practices and the potential for these
companies to drive AI development in ways that may not align with the
broader public interest.

Take NVIDIA, for instance – a leader in AI hardware. The company
recently saw a sharp decline in its stock value after initial excitement over
AI’s growth potential was tempered by fears of overvaluation. This episode
underscores the fragility of market confidence in AI’s long-term economic
impact. Some experts have even warned of a looming AI bubble, where the
current hype could lead to overinvestment and eventual disillusionment,
reminiscent of the dot-com bubble of the early 2000s.

Moreover, the AI boom has intensified concerns about power concentra‐
tion within the tech industry. NVIDIA, which controls significant aspects
of the AI stack – from chips to software – exemplifies this trend. The
company’s market capitalisation now surpasses that of several European
countries combined, underscoring its vast influence. NVIDIA’s vertical in‐
tegration across the AI ecosystem allows it to dominate the market, raising
serious concerns about the potential risks of an unregulated AI oligopoly
for economic stability, national security, and social equity.

To address these growing challenges, a robust anti-monopoly approach
to AI governance is becoming increasingly urgent. Policymakers in both
Europe and the United States, including Lina Khan, head of the US Federal
Trade Commission, are recognising the need to assess and mitigate the
risks posed by concentrated market power in the AI sector. Khan has called
for audits to identify choke points within the AI ecosystem, currently con‐
trolled by a few dominant players. This concentration of power threatens
not only small and medium-sized enterprises (SMEs) but also citizens and
industry leaders alike. For example, Sam Altman, CEO of OpenAI, recently
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claimed he aims to raise six trillion dollars to invest in chips – though this
figure might be more marketing hype than economic reality.

Nonetheless, the underlying message is clear: the AI market is becoming
increasingly monopolistic and concentrated. To ensure a competitive, dy‐
namic environment that harnesses these technologies for the public good,
significant industrial effort and robust regulatory frameworks are essential.

3. Surveillance capitalism and the threat to a democratic digital public sphere

Beyond its concentration of market power, the digital ecosystem poses
serious threats to democratic accountability, a danger vividly outlined by
Shoshana Zuboff (2019) in her concept of surveillance capitalism.3 Zuboff
describes this new phase of economic history as one driven by relentless
data tracking, where every action we take on computers and mobile devices
is meticulously monitored and monetised by Big Tech. This vast trove
of personal data is then used to train sophisticated AI systems, which,
in turn, fuel predictive models, machine learning algorithms, and deep
learning technologies that increasingly shape our experiences, choices, and
decisions.

In the era of surveillance capitalism, individuals are no longer just cus‐
tomers or products – they are the raw material. This shift brings to light
significant concerns about data extraction and the growing concentration
of AI capabilities within a few dominant tech companies. With near-unlim‐
ited access to personal data, these companies have unprecedented power
to predict, influence, and control human behaviour. This concentration
of power poses serious risks to privacy, personal autonomy, and the very
foundations of democratic governance.

Recent studies reveal the disturbing extent of this issue, showing how
major tech companies, in collaboration with advertisers, exploit personal
data to build detailed behavioural profiles. These profiles are then used
to manipulate consumer choices, political opinions, and even voting be‐
haviour – often without users’ informed consent. Such control erodes the
principles of autonomy, self-determination, and accountability that are es‐
sential to a functioning democracy.

Furthermore, the unchecked manipulation and monetisation of personal
data threaten to deepen existing inequalities. Those with access to vast

3 Zuboff, S., 2019. The Age of Surveillance Capitalism: The Fight for a Human Future at
the New Frontier of Power, edn. PublicAffairs, New York.
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amounts of data can further consolidate their power and influence, raising
critical concerns about who controls these technologies, how they are used,
and their long-term impact on society. If left unregulated, the dominance
of a few powerful entities in the digital space could lead to a future where
democratic processes are undermined and individual freedoms are increas‐
ingly curtailed. To counter these threats, there is an urgent need for robust
regulatory frameworks that protect fundamental rights, safeguard privacy,
and hold tech companies accountable for their access to and use of data.
Without such measures, the promises of the digital age could be overshad‐
owed by a dystopian reality where our lives are governed by algorithms
serving the interests of a few rather than the common good.

Reclaiming a digital public sphere is crucial to countering Big Tech’s
dominance. This effort includes forging new alliances with national broad‐
casters and public media. In some European countries, concerns are grow‐
ing about state-controlled public communication turning into propaganda
while digital information channels remain in the hands of media tycoons.
Consider Elon Musk, who owns X (formerly Twitter) and holds vast
amounts of social media data. During the German elections, Musk openly
supported the far-right AfD party and now advocates for Donald Trump’s
re-election in the United States, underscoring the urgent need to reclaim a
truly accountable digital public sphere.

It is essential to ensure that digital public spaces align with our values
and protect social rights and democracy. We must confront the critical
question of power in the digital age: who holds it, for what purposes, with
what legitimacy, and how we can move beyond technological solutionism.
As historian Evgeny Morozov (2023) argues,4 this also involves challenging
the ideologies of Silicon Valley, such as technological solutionism and the
pursuit of artificial general intelligence (AGI), which often lack scientific
grounding and instead reinforce the neoliberal paradigm. In a year filled
with elections, the dangers of manipulation and misinformation are more
pressing than ever. Fake news and targeted misinformation are exacerbated
by the fact that a few media oligopolies control today’s communication
and information channels. To safeguard democracy, we need to rethink our
approach to digital governance, prioritise the public interest, and ensure
that technology serves as a tool for empowerment rather than control.

4 Morozov, E., 2023. The True Threat of Artificial Intelligence. International New York
Times.
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4. Building and governing technology in the public interest

A central component of Europe’s strategy should be the deliberate shaping
of its digital future. The pandemic underscored the urgency of directing the
digital transition, as essential services – education, healthcare, urban man‐
agement, and traffic control – have become deeply intertwined with digital
technologies. These technologies have evolved into critical infrastructures,
making it imperative to ensure democratic and accountable control over
them. Europe has responded by crafting a regulatory framework that places
rights and principles at the forefront of its proposed digital transformation.
The Declaration of Digital Rights, signed by all European governments,
enshrines fundamental rights such as information self-determination, au‐
tonomy, education, and equality.

Europe’s new regulatory framework is designed to serve as a constitution
for the digital age. Despite some scepticism regarding its potential bureau‐
cratic hurdles, this framework is essential for fostering a different kind of
innovation – one that is inclusive and rights-based. Effective enforcement
is crucial to this effort. Clear regulatory goals must prioritise shifting the
balance of power away from tech oligopolies and towards a more dynamic,
inclusive innovation ecosystem.

Key legislative measures, including the Digital Services Act (DSA) and
the Digital Markets Act (DMA), target anti-monopoly practices Big Tech
companies employ. Additionally, the Artificial Intelligence Act (AIA) and
the Data Governance Act (DGA) address critical aspects of AI development
and data management. It is vital to ensure that these regulations are im‐
plemented in a way that does not stifle small players, academia, research
institutions, or public administrations. Instead, the goal is to create public
options for digital infrastructures, protect fundamental rights, and enable
the development, access, and use of technologies in the public interest.

In the realm of anti-monopoly measures, Europe may need to take even
more assertive steps. A major concern is the increasing vertical integration
across what is known as the ‘AI stack’, which functions similarly to a
supply chain for AI. The stack comprises four key layers: physical hardware
(chips), cloud infrastructure, AI models, and applications. Vertical integra‐
tion occurs when companies expand their control across multiple layers
of this stack, consolidating power at each level. This trend is particularly
troubling because the dominant Big Tech firms are already deeply embed‐
ded throughout the entire stack. As these companies strengthen their hold
on one layer, they can leverage that position to gain an unfair advantage
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in other layers, potentially stifling competition and innovation. This con‐
centration of power raises questions about whether the Digital Markets
Act alone is sufficient. More drastic interventions, such as breaking up
dominant companies, may be necessary to prevent monopolistic control.

As argued by different anti-monopoly scholars,5 one approach to regulat‐
ing AI is through structural separation, which would prevent businesses
from operating at multiple layers of the AI stack. For example, this could
mean prohibiting cloud providers from also running the applications and
services that depend on their cloud infrastructure. Another related regula‐
tory concept is nondiscrimination, which would require businesses to offer
equal service and pricing to all users, preventing preferential treatment.
Looking beyond these measures, the EU could consider creating a public
option for cloud computing. This service would involve strengthening the
network of publicly funded and managed supercomputers that serves gov‐
ernment agencies, researchers, and others focused on solving public chal‐
lenges rather than using AI to enhance the profitability of tech platforms.
Such a public cloud could be trusted to prioritise societal interests and user
needs over commercial gain.

a) Digital industrial policy for EU strategic autonomy

Europe’s response to the current technological challenges is multi-faceted,
involving robust regulation, strategic investment in green and digital indus‐
trial strategies, and a steadfast commitment to democratic control and the
protection of fundamental rights.

To achieve genuine strategic autonomy, Europe must implement a com‐
prehensive and coordinated digital industrial policy that reflects the urgen‐
cy of the moment. The ongoing investments in critical areas such as 5G,
cloud computing, semiconductors, quantum technologies, and batteries are
steps in the right direction. However, these efforts must be part of a broad‐
er strategy that integrates both the green and digital transitions. Europe
needs to harness these substantial investments to build domestic capacity,
ensuring that key technologies are developed and maintained throughout
the continent.

A critical aspect of this strategy is making EU infrastructures widely ac‐
cessible to society. Europe’s network of supercomputing centres represents

5 Sitaraman, G. and Narechania, T.N., 2023. An Antimonopoly Approach to Governing
Artificial Intelligence. Available at SSRN.

Francesca Bria

28
https://doi.org/10.5771/9783748947585, am 09.04.2025, 13:28:30
Open Access –  - https://www.nomos-elibrary.de/agb

https://doi.org/10.5771/9783748947585
https://creativecommons.org/licenses/by/4.0/
https://www.nomos-elibrary.de/agb


a powerful resource that should be opened to a diverse range of stakehold‐
ers – researchers, startups, civil society organisations, NGOs, journalists,
and artists. By facilitating multidisciplinary collaboration, Europe can un‐
lock the full potential of data and technological advancements. Adopting
a governance model based on public office–society cooperation could set
a new standard for digital innovation, uniquely positioning Europe as a
leader in inclusive and sustainable technological development.

The proposal for a €10 billion Sovereign Tech Fund for Europe is a
crucial step toward this goal. In discussions with EU officials and through
building strategic alliances, it has become clear that while the final figure
may vary, the need for substantial resources is undeniable. The forthcom‐
ing Draghi report underscores this urgency, advocating for a €500 billion
investment in European public goods. Digital public infrastructures, along‐
side other critical infrastructures, must be recognised as fundamental Euro‐
pean public goods that require robust financial commitment.

Policymakers need to acknowledge that digital public infrastructure goes
beyond mere physical assets – it encompasses open technology transfer,
open-source standards, sovereign AI, data commons, and privacy-preserv‐
ing technologies. Such infrastructure must be open, interoperable, and
sovereign, managed as digital commons,6 not controlled by the state or
privatised for profit. This vision is essential for safeguarding Europe’s digi‐
tal future and ensuring that technological advancements serve the public
interest rather than a narrow set of private interests.

In summary, Europe’s strategic autonomy hinges on a well-coordinated
digital industrial policy, significant investments, and the creation of open,
accessible, and sovereign digital public infrastructures. These actions are
not just necessary for fostering innovation and protecting privacy – they
are fundamental to placing the public interest at the core of Europe’s
technological future.

b) A vision for an AI digital commons ecosystem

A crucial element of this vision centres on the ownership and collective
control of our data. While the European Union has introduced important
regulations, such as the Data Governance Act and the Data Act, it is not

6 https://www.nldigitalgovernment.nl/news/european-collaboration-for-digital-commo
ns/
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enough to simply have these rules in place. We must actively leverage them
to ensure that Europe develops a distinct approach to data-driven innova‐
tion – one that promotes information self-determination, data sharing in
the public interest, data portability, and data quality.

For example, private data with significant public value, such as informa‐
tion on pollution, mobility, climate, and housing, should not be monopo‐
lised by a few private entities. Instead, this data should be made accessible
to society to help address collective challenges. One promising policy mea‐
sure being advocated at the European level is the creation of a European
Data Intermediary7 in the public interest. This publicly governed data body
would ensure that valuable data is not hoarded by large corporations but
is available under transparent and fair rules. Currently, researchers face
significant barriers to accessing essential data, even when their work is
publicly funded. This situation is unacceptable, as scientific research should
be a collective asset that benefits society, not just a few firms.

My work has focused on governing artificial intelligence and data as
common goods that serve the public interest. As the chief technology
officer (CTO) of Barcelona, I pioneered these approaches at the city level8
and collaborated with Hamburg to develop a framework for data sharing
in the public interest.9 This model has the potential to scale and be imple‐
mented across European cities, extending beyond Hamburg. The initiative
begins with urban data – data generated in public spaces – and ensures it
is managed as a common good through public procurement clauses and
tender requirements. Data funded by taxpayers should be managed within
a data trust, benefiting society rather than being appropriated by private
companies.

In today’s world, data is akin to a new form of public utility that is
essential for managing critical infrastructures. To fully harness its potential,
we must treat data as a common good – accessible and beneficial to all –
rather than allowing it to be confined to private interests.

Mobilising European cities, which are closer to citizens and equipped to
manage critical digital infrastructures, provides – in my view – a unique
opportunity to connect the climate agenda with data democracy and partic‐
ipatory governance. Citizen involvement is essential, not just to counter

7 https://publications.jrc.ec.europa.eu/repository/handle/JRC133988
8 https://www.ucl.ac.uk/bartlett/public-purpose/publications/2022/feb/new-data-deal-c

ase-barcelona
9 https://thenew.institute/media/pages/documents/529e984d02-1698245881/the-new-ha

nse_blueprint_governing-urban-data-for-the-public-interest.pdf
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threats to democracy but to empower individuals and harness collective
intelligence for more informed decision-making. In Barcelona, where I
served as CTO, 80% of policy agenda proposals originated from citizens,
demonstrating the transformative power of participatory democracy. The
best response to right-wing populism and democratic threats is not less
democracy but more – a deeper, more inclusive participatory democracy
that should be at the heart of the European project.

c) Building the Euro stack

The critical question is how to fund and develop the building blocks for a
sovereign European public digital infrastructure. We must bring this term –
public digital infrastructure – back into public discourse. We currently lack
basic public digital infrastructures essential for building a fair, democratic,
and accountable digital society.

Infrastructures like roads, electricity, and water systems have long fuelled
societal progress. In the 21st century, digital infrastructures have become
just as critical, underpinning the essential services upon which society
depends. This new layer of infrastructure includes digital IDs, payment
systems, and platforms for data management and exchange. These digital
systems are now indispensable for everything from vaccine distribution to
accessing social welfare, healthcare, and education. Governments, philan‐
thropic foundations, and the private sector are investing heavily in digital
public infrastructure (DPI). However, the direction of this investment is far
from neutral – it is actively shaping the essential services of our society.
To ensure these developments serve the public good, the EU must engage
stakeholders across sectors to promote transparency, accountability, and
citizen empowerment in the design and deployment of digital technologies.

Infrastructure shapes our world; thus, it is crucial that we shape our
infrastructure. Failing to control and govern the digital infrastructure we
rely on leaves us economically dependent and vulnerable to security risks.
An ambitious and holistic approach is imperative and should involve utilis‐
ing various tools and mechanisms to finance and scale existing national
initiatives that align with European values and objectives. At the core of this
effort should be a strong emphasis on free, open-source technology, data
portability, and privacy-preserving standards. These principles of ‘digital
sovereignty’ can be enshrined as legal obligations, embedded in procure‐
ment agreements, and made prerequisites for public financing or funding.
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By mandating these standards, Europe can foster an environment that en‐
courages innovation and collaboration while safeguarding privacy, security,
digital rights, and data integrity.

Europe is working on several key initiatives, such as the digital ID
project, which uses cryptography to enable people to control their data and
privacy. This project would enable secure, pan-European digital transac‐
tions and application development, all while protecting privacy. Additional‐
ly, there are efforts to create public data spaces – repositories of data that
can be used to build applications – along with a digital euro and digital
payment system. Another focus is on open-source and fair AI ecosystems,
collectively referred to as digital commons.

These initiatives form part of a broader vision for a robust digital public
infrastructure in Europe. I proposed a €10 billion EU fund, called the EU
Sovereign Tech Fund,10 which aims to support this vision. Germany, for
instance, already has a Sovereign Tech Fund that creates and maintains
open-source software for communities. However, this effort needs to be
expanded to different layers of the technology stack and connected across
Europe with ambitious, dedicated resources to be truly effective.

The goal is to leverage the EU tech stack to develop EU-wide interop‐
erable digital public services that have a tangible impact on the ground,
starting from cities in areas such as mobility, climate, and housing. Local
digital twins, like those in Hamburg and other German cities, are crucial
for improving these services. Imagine having an interoperable European
application that you can use anywhere in Europe, running on top of a
European Stack – this kind of seamless integration is essential.

By integrating these elements – sovereign digital infrastructure, interop‐
erable public services, and empowered citizen participation – Europe can
build a resilient, inclusive, and democratic digital future.

5. The way forward: A new Manhattan Project for science, technology,
education, and culture

Shaping the future is not just about advancing technology – it is about
forging new alliances, establishing new norms, and transforming our insti‐
tutions. Without reimagining and reinventing these institutions, our goals

10 https://www.euractiv.com/section/digital/opinion/towards-sovereign-ai-europes-gre
atest-challenge/
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will remain out of reach. This vision demands multidisciplinary innovation
and a holistic approach.

As a board member of the New European Bauhaus,11 I have witnessed
firsthand the transformative power of collaboration among science, tech‐
nology, and the arts in advancing the European Green Deal. This move‐
ment is rethinking public spaces, pioneering bio-based materials, and de‐
signing ecological cities, fundamentally reshaping our built environment.
Considering that the built environment and food production account for
70% of greenhouse gas emissions, transforming our cities and construction
methods is essential for meeting climate targets and building a regenerative
economy.

While there are frequent calls for massive investments in artificial intel‐
ligence, often advocating for billions in AI development, I believe what
we truly need is a Manhattan Project for culture and education. Instead
of focusing solely on AI, we should prioritise upgrading skills, enhancing
education, fostering talent, creating quality jobs, and promoting gender
equality and diversity in the era of AI and automation. By investing in
culture and education, we can develop the capacity to build and govern
technology and digital infrastructures in a way that serves the public inter‐
est.

The future of digital development often seems to hinge on a choice
between two models: Silicon Valley’s Big Tech, with its surveillance capital‐
ism and corporate concentration of power, and China’s Big State model,
where the Communist Party controls data and AI systems. Neither model
aligns with democratic values rooted in constitutional rights. We must
move beyond Big Tech and the Big State. Instead, we need to build a ‘Big
Democracy’ that leverages technology in the public interest through a truly
democratic framework.

To implement this vision, collective action is essential. Europe’s ap‐
proach to innovation must be grounded in values and human rights, pro‐
moting a model of democratic digitisation with genuine democratic con‐
trol. Our goals should include ensuring strategic economic competitiveness,
full democratic participation, environmental protection, data privacy, and
the safeguarding of fundamental rights. Addressing the challenge of govern‐
ing technology in the public interest requires robust regulation, thoughtful
industrial policy, anti-monopoly measures, and extensive multidisciplinary
research and innovation. Investing in a €10 billion EU Sovereign Tech

11 https://new-european-bauhaus.europa.eu/
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Fund dedicated to building EU digital public infrastructures is a critical
step toward establishing the democratic digital society that Europe urgently
needs.

By adopting these strategies, we can move beyond the current model and
foster an approach to innovation that prioritises the public good, promotes
equitable economic growth, and ensures a resilient and sustainable global
economy. By putting people first, we can ensure that the power and poten‐
tial of technology benefit everyone and support the advancement of our
democratic societies.
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Digital passivisation: The framing of citizens and their
participation in the United Arab Emirates’ national AI strategy

Mennatullah Hendawy, Jan Wieland, and Furkan Koc

Abstract: This article explores how the UAE’s national AI strategy frames
citizens and their participation in AI development and deployment. By em‐
ploying both qualitative and quantitative content analysis, the study identi‐
fies key narratives and representations of citizens within the strategy. The
findings reveal that the strategy predominantly positions citizens as benefi‐
ciaries of AI-driven advancements rather than active participants in policy
development. This approach, termed digital passivisation, highlights the
limited emphasis on citizen engagement and the top-down implementation
of AI policies, which may hinder broader public involvement. The article
concludes with a call for more inclusive governance models that actively
involve citizens in shaping AI policies to ensure that AI development aligns
with societal needs and democratic values.

Keywords: digital passivization, citizen participation, national AI strategy,
AI governance, AI policy

1. Introduction

Citizen participation typically refers to the involvement of individuals in
decision-making processes or activities related to governance, policymak‐
ing, or community development. It often implies a more active role for citi‐
zens, such as voting, attending public meetings, serving on advisory com‐
mittees, or participating in grassroots initiatives (Rowe & Frewer, 2005).
As we move forward into the current Digital Age, we have witnessed an
increase in the relationship between digital transformation and citizen par‐
ticipation (Tolbert & McNeal, 2003). Kuhn (2017) asserts that technological
developments have the potential to enrich both decision-making and policy
processes by broadening the number of people who can participate. An
example of these technologies is artificial intelligence (AI).

AI has been defined as ‘the science of making machines that can perform
tasks that would require intelligence if performed by humans’ (Minsky,
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1969, p. v). During the 2010s, progress in AI garnered significant interest
from both researchers and practitioners, unlocking a wide array of advan‐
tageous prospects for utilising AI in the public sector (Pan, 2016; Wirtz
et al., 2019). Several studies have demonstrated that AI can facilitate com‐
munity participation and engagement in governmental policy development
processes and public discussions (e.g. Battina, 2017; Havrda, 2020; Sharma
et al., 2020). Additionally, AI has aided decision-making in the public sector
(Reis et al., 2019; Valle-Cruz & Sandoval-Almazan, 2018). By using artificial
intelligence, policymakers can adopt a more holistic and practical approach
to decision-making (Milano et al., 2014). Although artificial intelligence
offers tremendous potential for transformation, it has so far had only a limi‐
ted positive impact on public policy (Engstrom et al., 2020; Misuraca & van
Noordt, 2020; Reis et al., 2019). In fact, AI has been criticised for worsening
existing disparities when not properly executed and controlled (Zajko,
2022). AI systems are often viewed as supporting ‘top-down decision-mak‐
ing processes’, such as those involved in public budgeting, where decisions
are made without community input (Havrda, 2020). Furthermore, AI has
been sought to exemplify how digital technologies are increasingly used for
surveillance (Herasimenka, 2020).

AI, as a rapidly developing technology, holds a multitude of possible
implications for economic and political life (NITI, 2018). Its significance
has been recognised by various governments worldwide, leading to the
publication of national AI strategies (NASs) in many countries (European
Commission, 2022; Lords, 2018; National Science & Technology Council,
2016; see also Bareis & Katzenbach, 2022; Papadopoulos & Charalabidis,
2020). These NASs ‘use different kinds of imaginaries – democratic, socio-
technical, and data – that help citizens envision how a future AI democracy
might look’. Such efforts lead to a new type of interaction between citizens
and governments (Paltieli, 2022, p. 1,613). For example, a study by Hendawy
and Kumar (in press) analyses national AI strategies (NASs) in five Arab
countries: UAE, KSA, Egypt, Qatar, and Morocco. The study aimed to clar‐
ify AI’s portrayal within these strategies, identifying six key representations:
AI as part of the national vision, a booster for economic growth, a creator
of new job opportunities, a facilitator of regional leadership, potentially out
of control, and a threat to employment. However, further research is still
needed to investigate how citizens are affected by these narratives.

Officially published documents provide a basis for interpreting and en‐
forcing laws, shaping public policies, and regulating professional practices
(Bovens, 2009). These documents are assumed to mirror the cultural, po‐
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litical, economic, and ethical values and principles of a nation (Amboro
et al., 2022). Given this information, the text from national AI strategies
provides insights into how the strategy creators view their role in relation to
AI technology and its impact on citizens. NASs have the potential to shape
perceptions of the interaction between citizens and technology (for a wider
discussion on the AI-citizen relation, see Hendawy & Ansari, 2023).

Given that technology, and AI in particular, has the potential to both
enhance and hinder citizen participation, it becomes crucial to understand
how and to what extent these effects occur through the narratives com‐
municated by governments in their published national AI strategies. This
chapter analyses the United Arab Emirates (UAE) national AI strategy,
focusing on how this strategy frames citizens and their participation. Such
an examination highlights the intersection of AI and citizen participation
and sheds light on the overarching narratives of governmental strategies.

In October 2017, the UAE government, through the UAE AI office, un‐
veiled the vision for the National Strategy for Artificial Intelligence 2031.
The objective is to position the UAE as a global AI leader, as noted by
OECD.AI (2022). The UAE was the second country worldwide and the
first in the Middle East to publish a national AI strategy. Before the official
announcement in 2017, the UAE had been laying the groundwork for em‐
bracing AI, recognising its transformative potential across various sectors,
including governance, healthcare, education, and transportation.

This initiative is part of a broader vision to position the UAE as a knowl‐
edge-based economy and a global innovation leader. In a pioneering move,
the UAE established the world’s first Ministry for Artificial Intelligence in
2018 (Dutton, 2018). Subsequently, the UAE began developing a national
AI strategy and creating concepts to strengthen AI implementation (United
Arab Emirates Minister of State for Artificial Intelligence Office, 2018). The
Ministry of AI has set eight strategic objectives to establish a comprehensive
support system by 2031, transitioning from a nation that introduces AI to
one that builds and mainstreams it within its institutions and society. These
objectives are:

1. Build a reputation as an AI destination
2. Increase the UAE’s competitive assets in priority sectors through AI

deployment
3. Develop a fertile ecosystem for AI
4. Adopt AI across customer services to improve lives and governance
5. Attract and train talent for future AI-enabled jobs
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6. Bring world-leading research capability to work with target industries
7. Provide the data and supporting infrastructure essential to become a test

bed for AI
8. Ensure strong governance and effective regulation

According to the United Arab Emirates Minister of State for Artificial Intel‐
ligence Office (2018), the national AI strategies are structured into three
distinct levels:

1. Foundation Level: This foundational stage includes the essential ele‐
ments needed to support AI development and implementation across
various sectors. It focuses on establishing a conducive ecosystem for AI
innovation, attracting and training talent for AI-enabled jobs, enhancing
research capabilities, and providing necessary data and infrastructure to
serve as a testing ground for AI technologies.

2. AI Activity Level: This level aims to advance the development and
deployment of AI technologies in key economic and social sectors. It
includes training initiatives for students, government employees, and
the broader society to equip them with AI-related skills. The goal is to
standardise AI work, enhance the UAE’s competitiveness through AI,
and foster an environment conducive to AI integration in all areas of
customer care to improve governance and quality of life.

3. Leadership Level: This level focuses on establishing the UAE’s reputa‐
tion as a forward-thinking nation and achieving the vision of becoming a
global leader in AI by 2031.

The UAE’s National AI Strategy is a product of expert deliberations (United
Arab Emirates Minister of State for Artificial Intelligence Office, 2018).
Therefore, a thorough textual examination is suitable for analysing the
portrayal of citizens and their participation within the strategy as a national
discourse. This chapter aims to address the research question: How does
the UAE’s national AI strategy frame citizens and their participation in the
context of AI development and deployment? The study explores the extent
to which the strategy encourages or hinders citizen participation through
the narratives it communicates, analysing how citizens are portrayed within
the UAE’s AI strategy and examining the implications of this portrayal for
public engagement and governance.

The article proceeds by presenting the method used to analyse how the
UAE’s national AI strategy frames citizens and citizen participation. Next,
we reflect on how each aspect (citizens/participation) is mentioned in the
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UAE’s national AI strategy, illustrating how it frames citizens and citizen
participation to answer the aforementioned research question. Afterwards,
we discuss the findings and conclude that it is also important to understand
the approach adopted in developing national AI strategies.

2. Method

To understand how the UAE’s national AI strategy frames citizens and
their participation, we employed both qualitative and quantitative content
analysis. The content analysis approach systematically examines the occur‐
rence of specific words, themes, or concepts within qualitative data sets,
such as texts from policy documents or media articles (Krippendorff, 2018;
Mayring, 2004; Neuendorf, 2017). Our research aimed to uncover major
narratives around citizens and participation within the strategy, assessing
the emphasis or lack thereof placed on citizens and their participation.
Through content analysis, we analysed the frequency and context of terms
related to citizen participation within the UAE’s National AI Strategy doc‐
ument. This method facilitates a deeper understanding of how certain sub‐
jects or themes are framed or emphasised within the document (Entman,
1996; Krippendorff, 2018; Mayring, 2004). In our case, we focused on
citizens and their participation, providing insights into the strategy’s stance
and policy direction concerning AI and its societal implications. Using
content analysis as the primary methodological approach in this article is
considered suitable to answer the above-mentioned research question, as
it helps analyse how a text constructs a shared vision of a phenomenon
through a narrative, which also has the potential to shape public perception
of the phenomenon (Entman, 1996; Krippendorff, 2018; Mayring, 2004).

In particular, we incorporated both quantitative and qualitative content
analysis techniques to provide a comprehensive overview of how AI and
citizen participation are framed within the UAE’s strategy. We focused
on both the quantification and contextual use of specific terms related
to citizen participation in the UAE’s AI national strategy document. This
combination allows for measurable data analysis and deeper insight into
the underlying contexts and meanings (Elo & Kyngäs, 2008; Krippendorff,
2018; Lombard et al., 2002; Mayring, 2004; Neuendorf, 2017). Quantitative
content analysis was employed to quantify the frequency of specific key‐
words related to citizen participation within the UAE’s National AI Strategy
(Riffe et al., 2019). Beyond merely counting words, we also examined the
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context and implications of how these terms are used within the document,
incorporating qualitative content analysis techniques. Qualitative content
analysis involves interpreting the meanings, themes, and patterns that
emerge from the usage of these words (Elo & Kyngäs, 2008; Mayring,
2004). For instance, in this article, the application of this method revealed
that the term ‘citizen’ is often associated with economic roles rather than
political participation, indicative of the qualitative aspect of our analysis, as
discussed in the following section.

The keywords used in the analysis were selected based on their relevance
to the theme of citizen participation, informed by preliminary readings
of the strategy and an understanding of common terms used in discus‐
sions about public participation and governance. The keywords include
‘citizen(s)’, ‘people’, ‘public’, ‘society’, ‘participate/participation’, and ‘demo‐
cratic/democracy’. An overview of the search results is presented in Table
1. The analysis in this research was initiated as part of a 2023 seminar
on citizen participation in the age of digital innovation at Duisburg-Essen
University, where students formed groups to analyse different national AI
strategies. Collective discussions not only informed the analysis but also
occasionally influenced the selection of keywords.

For the analysis, after the specific keywords related to citizen participa‐
tion were identified, their context within the document was examined. We
searched for these terms in the document and evaluated both the frequency
and content of relevant text passages (see Bowen, 2009). Each occurrence
of the keywords was analysed to capture the context and implications re‐
garding citizen participation. This involved noting how often each keyword
appears and the specific mentions that relate directly to the role of citizens
in the AI strategy. Additionally, we analysed these keywords in reference to
their quotes, delving deeper into the intended meaning and significance of
those terms within the context of the text, taking into account any specific
connotations or interpretations implied by their usage. For each keyword,
the surrounding text was examined to understand the depth of citizen
participation suggested – whether it indicates active participation, consulta‐
tion, or mere information dissemination. Additionally, GPT (a generative
pre-trained transformer) was employed after human analysis to validate the
findings and assist in interpreting information about the UAE’s national AI
strategy in relation to citizen participation. This analysis allows us to gather
insights into how citizen participation is conceptualised and represented
within the UAE’s National AI Strategy, providing valuable information
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about the strategy’s approach to engaging citizens in AI-related initiatives
and its implications for governance and societal development.

Citizen participation keywords search and results in the national AI
strategy of UAE (Source: Authors)

Keyword Number of
mentions Quotations

1. ‘Citizen(s)’ 5

• ‘The UAE has a vision to become one of the leading
nations in AI by 2031 in alignment with the UAE Cen‐
tennial 2071, creating new economic, educational, and
social opportunities for citizens, governments and busi‐
nesses and generating up to AED 335 billion in extra
growth’. (p. 7)

• ‘Objective 4 explains how the UAE will take steps to in‐
crease the amount of government experimentation with
AI to improve the lives of its citizens’. (p. 13)

• ‘Government can play a strong role in making sure AI
delivers the greatest public value, by making citizens
safer, healthier and happier’. (p. 30)

• ‘The X-Road platform in Estonia supports access and
a combination of government and private databases,
setting the stage for the application of machine learning
tools. The data solution saves citizens over 800 years of
working time per annum’. (p. 40)

• ‘Europe’s General Data Protection Regulation includes
new rights for consumers; it provides an opportunity
to re-consider how consumer data is handled, even for
customers who are not European citizens’. (p. 41)

2. ‘People’ 5

• ‘We will transform the UAE into a world leader in AI
by investing in people and industries that are key to our
success’. (p. 3)

• ‘Therefore, the mission for this first Ministerial term
is to transform the UAE into a world leader in AI by
investing in the people and industries that are key to the
UAE’s success’. (p. 10)

• ‘60 million people pass through Dubai Airport each
year; 26 million pass through Abu Dhabi Airport’. (p.
22)

• ‘Jebel Ali port is the largest marine terminal in the Mid‐
dle East and provides market access to over 2 billion
people’. (p. 22)

• ‘40% of the UAE workforce has good digital skills. This
is less than the 56% of people with good digital skills in
the UK, the top rated-nation in the AI-Readiness Index’.
(p. 32)

 

Table 1.
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3. ‘Public’ 10

• ‘Public debates about AI often focus on whether or not
it could take over important human decisions: from
whether we go to war, to who receives medication’. (p.
13)

• ‘The UAE public sector is already a leader in smart
public service delivery:’ (p. 13)

• ‘Publicly accessible AI courses have already begun with
large tech partners (objective 5)’ (p. 18)

• ‘The UAI will consist of four levels of approval to in‐
clude Public Sector Level, Private Sector Level, Institu‐
tional Level, and Product Level’. (p. 20)

• ‘These proof-of-concepts could be designed by the pub‐
lic sector, private sector or consortia’. (p. 25)

• •‘Government can play a strong role in making sure AI
delivers the greatest public value, by making citizens
safer, healthier and happier’. (p. 30)

• •‘With around 70% of Emiratis employed in the public
sector, retraining of government workers is particularly
critical’. (p. 32)

• ‘This will have a major impact on the public sector
workforce and needs to be carefully managed, with a
2016 survey of Emirati workers finding the ideal future
role for 54% was one in administration, i.e. a role that
may not exist in the future’. (p. 32)

• ‘Public AI Training: Free courses are being run for UAE
residents to raise awareness and understanding of AI
technologies’. (p. 33)

• ‘Given the public sector is a major employer and poten‐
tial user of AI in the UAE, The AI Office has also started
specific training for government employees’. (p. 33)

4. ‘Society’ 7

• ‘The UAE has set priority sectors – these will be the
focus of initial activities. This does not mean that the
UAE will stop working on AI solutions in other sectors
where AI can deliver other benefits to society’. (p. 10)

• ‘There continues to be a range of views about the
prospects of AI, and many potential future scenarios for
AI in the UAE societies’. (p. 14)

• ‘The UAE government will play a direct role in design‐
ing and enabling AI systems that create the most value
for society (objective 4)’. (p. 14)

• ‘For example, a new cyber research centre in Stuttgart
and Tubingen, Germany (the Max Planck Society’s In‐
stitute for Intelligence Systems) attracted foreign invest‐
ment from Amazon, leading to an estimated 100 jobs
over the next five years’. (p. 28)

• ‘The AI Office will also want to recognise and reward AI
research with the greatest value to society’. (p. 39)

• •‘Innovations in AI technology often require rapid
changes in regulatory settings and can create risks to
society’. (p. 42)

• ‘A natural evolution of the Roundtable is in the for‐
mulation of an intergovernmental body, dedicated to
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providing a mechanism for governments and private
companies to better understand AI and its impact on
societies in order to help give a solid framework for
future regulation’. (p. 43)

5. ‘Participate/Partic‐
ipation’ 2

• ‘The AI Office is offering more advanced courses for
government employees starting Q4 2018, focused on
skills needed to work with them being the AI experts
(ambassadors) in their entities. These require partici‐
pants to complete a capstone project related to their
current job’. (p. 33)

• ‘A programme to attract key AI thinkers to visit the UAE
will be initiated. These key AI thinkers will participate
in workshops and lectures with local universities and
businesses’. (p. 39)

6. ‘Democracy/
Democratic’ 0 • No occurrences

3. Results

In this section, we present the findings from our exploration of how citizens
were framed in the UAE’s national AI strategy.

The term ‘citizen(s)’ is mentioned five times in the UAE’s NAS. In
two of these instances, it is used in the context of discussing policies in
other countries and thus does not directly refer to the citizens of the UAE
(United Arab Emirates Minister of State for Artificial Intelligence Office,
2018, pp. 40–41). The other three examples illustrate the strategy’s narrative
regarding the role and position of citizens. For instance, the introduction of
the document states the UAE’s ‘vision to become one of the leading nations
in AI by 2031, creating new economic, educational, and social opportunities
for citizens, governments, and businesses and generating up to AED 335
billion in extra growth’ (p. 7). The quote from the UAE National AI Strategy
clearly positions the deployment of artificial intelligence as a cornerstone
of the country's future economic, educational, and social development. The
strategy articulates a vision to transform the UAE into a leader in AI by
2031, a goal that aligns with the broader UAE Centennial 2071 ambitions.
The focus on generating significant economic growth (up to AED 335
billion in extra growth) suggests a strong emphasis on AI as an engine
for enhancing national prosperity. However, in terms of citizens and their
participation, the quote doesn’t explicitly mention how citizens will be
involved in shaping or contributing to the AI initiatives. While it does indi‐
cate that the strategy intends to create opportunities for citizens, it doesn’t
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specify mechanisms for their direct participation in decision-making or the
development process. The narrative seems to lean more towards the bene‐
fits that citizens will receive from the implementation of AI rather than how
they might actively participate in the strategy’s execution or governance.

The strategy’s emphasis on economic growth and educational opportu‐
nities without explicitly detailing ways for citizens to participate in gov‐
ernance or decision-making processes suggests a primary focus on the
economic contributions of citizens. This perspective sees citizens mainly
as beneficiaries and participants in the economic progress powered by AI
rather than as active political agents shaping the direction of AI policy
and its societal implications. This perspective is further supported by the
other two references to ‘citizens’ in the strategy, which highlight that ‘gov‐
ernment experimentation with AI can improve the lives of its citizens’
(p. 13) and ‘government can play a strong role in ensuring AI delivers
the greatest public value by making citizens safer, healthier, and happier’
(p. 30). Both quotes highlight a vision where the application of AI is
leveraged as a strategic tool to enhance the welfare and quality of life of
citizens, reflecting a proactive approach to utilising technology for societal
benefits. The first quote suggests that through experimentation with AI,
the government aims to improve the lives of its citizens, indicating a focus
on practical, real-world applications of AI to solve everyday problems and
enhance overall living conditions. This reflects a commitment to leveraging
advanced technology to address societal needs, which can be seen as a
proactive approach to governance in the Digital Age. The second quote
builds on this by stating the government’s role in maximising AI’s public
value, aiming to make citizens safer, healthier, and happier. This articula‐
tion positions the government as a steward of technology, responsible for
guiding AI development to ensure it benefits the public. It underscores a
commitment to ensuring that AI advancements align with the broader goals
of public safety, health, and happiness rather than merely economic growth
or efficiency. However, these quotes also indicate a top-down approach to
AI implementation, where citizens are primarily seen as recipients of AI's
benefits rather than active participants in its governance or development.

The examination of the word ‘people’ as a possible synonym for ‘citizens’
contributes little to answering this question. Although the word ‘people’
appears five times in the strategy document, its usage is exclusively in eco‐
nomic contexts. Notably, the strategy twice mentions ‘investing in the peo‐
ple and industries that are key to our success’ (pp. 3, 10). Policy measures
related to this goal include attracting leading AI researchers, businesses,
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and innovators to the UAE (pp. 36–39), supporting AI-based projects in
‘priority sectors’ such as energy, logistics, and healthcare (pp. 22–25), and
offering AI training for citizens so they can acquire the necessary skills for
the future job market (pp. 32–35). While educating people on AI could be
an important step toward more citizen participation, the strategy’s primary
motivation is to ‘help them make better decisions in an economy where au‐
tomation technologies enter the workplace’ (p. 32). This statement suggests
that citizens are primarily viewed as users/consumers of AI technologies.
The strategy also refers to ‘people’ when discussing the country’s role as a
transit hub (p. 22) and the digital skills of the population (p. 32).

The term ‘public’ (and variants) appears ten times in the document,
six of which feature the phrase ‘public sector’ (plus another one referring
to ‘public service’). Most of these passages convey a similar message: the
public sector needs to apply AI technologies to become more efficient, and
its employees require training to adapt to the changing work environment
(pp. 13, 30, 32, 33). Beyond public sector employees, the strategy also men‐
tions that ‘publicly accessible AI courses’ open to all UAE residents have
already been created with the goal to ‘raise awareness and understanding
of AI technologies’ (pp. 18, 33). The emphasis on training and education
in AI, as described in the strategy, may be more oriented towards harness‐
ing economic growth potential rather than constituting a comprehensive
approach to citizen outreach. The strategy’s emphasis on enhancing public
sector efficiency and providing AI education to boost skills aligns more
closely with economic objectives rather than fostering broad-based citizen
participation in policy development or decision-making processes. This fo‐
cus reflects a drive to position the UAE as a leader in AI technology, which
is expected to contribute significantly to economic development. While
the provision of publicly accessible AI courses does indicate an element of
outreach, the lack of mechanisms for citizens to engage meaningfully in
shaping AI policies could imply that these efforts are more about preparing
the workforce for an AI-driven economy rather than empowering citizens
as active stakeholders in the AI discourse. Thus, it can be argued that
the strategy, as it stands, leans more towards leveraging AI for economic
benefits rather than cultivating a comprehensive, participatory approach to
citizen engagement in AI governance.

Additionally, the word ‘society’ appears seven times in the document,
one instance of which can be disregarded as it refers to the German Max
Planck Society (p. 28). The other six instances are similar in one important
aspect: they do not portray society as an actor. Instead, there are three pas‐
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sages stating that AI can bring ‘value to society’ (pp. 14, 39) or ‘benefits to
society’ (p. 10), one passage mentions ‘risks to society’ (p. 42), and another
stresses the need to ‘better understand AI and its impact on societies to help
provide a solid framework for future regulation’ (p. 43). The discussions
of benefits and risks to society in the UAE’s AI strategy remain abstract,
with specific examples largely absent. This approach further underscores
the emphasis on the economic impact of AI while potentially overlooking
the broader political implications and the need for citizen involvement
in shaping AI governance. It suggests a framing where society is viewed
more as a recipient of AI outcomes rather than as an active participant or
contributor in shaping AI policies.

While the term ‘democracy’ (and its variants) is not featured at all in the
strategy, the word ‘participation’ (including its variants) is used only two
times in the document: once in reference to training for government em‐
ployees (United Arab Emirates Minister of State for Artificial Intelligence
Office, 2018, p. 33) and once regarding AI research workshops and confer‐
ences (p. 39). The two quotes from the UAE National AI Strategy provide
insights into the strategy’s focus on developing AI expertise and cultivating
a knowledge base within the country. However, they also reflect a specific
framing of citizen participation in the AI landscape, which seems limited to
certain segments of the population.

The first quote highlights an initiative aimed at training government
employees to become AI experts within their respective entities. This is a
strategic move to embed AI knowledge and capability directly into govern‐
ment operations, ensuring that the public sector is equipped to leverage
AI technologies effectively. The requirement for a capstone project that
relates to their current jobs suggests an applied learning approach, where
government employees not only learn about AI but also implement AI solu‐
tions within their roles. While this enhances the capabilities of government
workers and integrates AI into public administration, it does not explicitly
extend AI education or participation opportunities to the general public or
broader citizenry.

The second quote focuses on attracting AI thinkers and describes a pro‐
gramme designed to attract international AI experts to the UAE. These ex‐
perts are expected to engage with local universities and businesses through
workshops and lectures, which can foster a vibrant AI ecosystem and
stimulate local innovation. This approach is beneficial for academic and
business communities, but again, the focus is more on elite or professional
circles rather than the general citizenry. The strategy, as outlined in this
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quote, focuses on enhancing expertise and networking at a high level with‐
out direct involvement from the broader public.

These initiatives suggest that the UAE’s AI strategy is oriented towards
creating a highly skilled workforce and an elite cluster of AI professionals,
which can drive the country’s ambitions to become a leader in AI tech‐
nology. However, they also indicate a top-down approach where citizen
participation in AI development is limited to specific professional groups
(government employees, academics, business leaders). The broader public
seems to be more of a recipient of the benefits of these initiatives rather
than an active participant in shaping AI policy or contributing to the
AI discourse. The strategy’s focus on professional development and inter‐
national collaboration is crucial for achieving technological advancement
and economic growth, but there could be a greater emphasis on inclusive
policies that engage all levels of society. This approach could include more
public education initiatives, open forums for policy feedback, and mechan‐
isms that encourage citizen input in shaping how AI is integrated into daily
life and governance. Such inclusive approaches would not only democratise
the benefits of AI but also ensure that its implementation reflects the
diverse needs and values of all citizens.

The UAE National AI Strategy, while ambitious in leveraging AI to drive
economic, educational, and social advancements, predominantly positions
citizens as beneficiaries rather than active participants in the AI-driven
transformation. The strategy details specific training for government em‐
ployees and initiatives to attract global AI experts, with an emphasis on
professional development and international collaboration aimed at econo‐
mic growth. However, it largely overlooks broader citizen involvement in
decision-making processes and public discourse on AI policy. The strate‐
gy’s focus is on enhancing sectoral efficiency and individual skill sets in
alignment with AI advancements, yet it lacks concrete mechanisms for
inclusive citizen engagement, which could otherwise enrich the policymak‐
ing process and ensure that AI development aligns with the wider societal
needs and democratic values. The limited portrayal of citizens as active
stakeholders in shaping AI policy underscores a need for a more partici‐
patory approach that embraces all segments of society, ensuring that AI
benefits are not only received but also shaped by citizens.

In sum, we can draw two main conclusions from our analysis. First, the
primary focus of the UAE’s AI strategy appears to be boosting economic
growth, with citizen engagement and participation largely side-lined. Sec‐
ondly, when citizens or society are mentioned in the document, they are
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depicted as workers, users, or consumers rather than as political actors
capable of voicing their opinions and holding the government accountable.

4. Discussion: The passivisation of citizens through the use of technology

The above analysis uncovers insights about how citizens are envisioned
within the strategy as passive recipients rather than active participants.
In essence, the strategy acknowledges the profound implications of AI
for society but does not detail mechanisms through which society could
actively participate in the AI discourse, decision-making process, or the AI
life cycle. The strategy highlights the positive outcomes of AI for citizens
but does not explicitly address how citizens can influence or participate in
decision-making processes regarding AI use. This situation might suggest
that the strategy envisions a model where the government dictates the
trajectory of AI development and deployment, with society and citizens
playing a more passive role. For example, the strategy’s references to AI
bringing ‘value’ and ‘benefits’ to society, while positive, depict society as
a passive entity merely receiving the advantages generated by AI technolo‐
gies. Similarly, mentions of ‘risks to society’ position society as a potential
victim of AI’s negative impacts rather than as an engaged stakeholder in
mitigating these risks. Additionally, the call to ‘better understand AI and
its impact on societies’ (p. 34) in the strategy to inform future regulation
acknowledges the need for informed governance structures. However, this
does not explicitly suggest a role for society in the regulatory process.
Simultaneously, while the strategy positions citizens as central to its success
through their roles in the AI-enhanced economy, it appears to limit their
participation to the roles of users and beneficiaries of AI technology rather
than as co-creators or governors of AI policy. Therefore, the framing of
citizens and their participation in the UAE strategy suggests a top-down
approach where citizens are positioned as beneficiaries rather than active
participants. This approach could impact the public’s perception and re‐
ception of AI initiatives, influencing the degree to which AI technologies
are accepted and integrated into society.

Therefore, the strategy’s language suggests a view of society as an exter‐
nal entity to be protected and benefitted rather than as a collaborative part‐
ner in the AI development process. This interpretation could imply a need
for the strategy to evolve towards more inclusive governance models that
actively involve various societal stakeholders, not only as beneficiaries but
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also as participants in shaping AI’s integration and regulatory frameworks.
This inclusion could help ensure that AI developments align more closely
with societal needs, values, and aspirations, creating a more dynamic and
participatory approach to AI policy and implementation.

Reflecting on this, future iterations of the strategy should include clearer
roles for citizen engagement and participation to ensure that AI develop‐
ment aligns with the public’s needs and values, thus fostering a more
inclusive AI-driven future. Ultimately, while the government plays a cen‐
tral role in driving the UAE National AI Strategy, achieving its objectives
requires collaboration and participation from all segments of society. By
fostering a culture of inclusivity, transparency, and accountability, the UAE
can harness the full potential of AI technologies to promote sustainable de‐
velopment, economic prosperity, and societal well-being for all its citizens.
For a more holistic and participatory approach, future iterations of the
strategy could benefit from including mechanisms for citizen engagement
in AI governance, ensuring that AI development not only serves but also
reflects the public’s needs and values.

The view of citizens as mere recipients suggests passivity, focusing on
the idea of receiving outcomes or benefits without participating in their
creation. In fact, achieving successful AI implementation in the public
sector requires a collaborative effort between public authorities and civil‐
ians (European Commission, 2018; AGID, 2018). This emphasises that
citizens are at the end of decisions, merely benefiting from or suffering
the consequences of policies they had no hand in shaping. The current
language underscores the unilateral nature of decision-making and implies
that actions are done for or to the citizens, who have little to no role in
influencing those actions.

Given the two main conclusions outlined previously – the UAE’s AI
strategy’s primary focus on economic growth with limited emphasis on
broader citizen engagement and participation and the frequent depiction
of citizens more as workers, users, or consumers rather than active partic‐
ipants in decision-making – it appears that the strategy contributes to
a passive role for citizens regarding their engagement with technology.
The strategy’s emphasis on economic growth and the utilisation of AI
technologies primarily position citizens as recipients or end-users rather
than active contributors or decision-makers. This approach to technology
use effectively passivises citizens, limiting their role to that of beneficiaries
who do not actively participate in shaping the technological landscape or
policies. This finding highlights how AI and technology generally have the
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potential to be used to reduce the active role of individuals in shaping pol‐
icies or technological deployments, relegating them to more passive roles
as recipients or end-users without significant influence or control. This
suggests a critical view of how technology, while potentially empowering,
can also be structured to limit public engagement and maintain control
within a select group of decision-makers.

Hence, we posit that this process can be seen as ‘digital passivisation’,
a concept that can describe a scenario where citizens are increasingly
placed in passive roles within digital strategies, initiatives, and solutions.
It refers to situations where technology is implemented in ways that do not
actively involve citizens in decision-making processes, treating them not
as active agents but as recipients or end-users of the technology without
significant input or control. This concept highlights a shift from active
participation to passive reception in the context of digital transformation,
particularly in how citizens interact with and influence public policies or
technological developments. In the context of a national AI strategy, ‘digital
passivisation’ would emphasise how the deployment of AI technologies
and related policies might be structured to keep citizens at the margins of
influence, focusing instead on economic growth or other objectives where
citizen input is minimal or largely ceremonial.

As AI becomes increasingly pervasive in various aspects of daily life,
efforts to engage citizens in discussions about AI governance, ethics, and
societal impacts become imperative. Empowering individuals with knowl‐
edge about AI technologies and involving them in dialogues about its
implications can help cultivate a more informed and inclusive approach to
AI governance as well as reduce the intensified digital divide. This strategy
may involve initiatives such as public consultations, citizen forums, and
educational campaigns aimed at raising awareness and fostering dialogue
around AI-related issues throughout the AI life cycle (see De Silva & Ala‐
hakoon, 2022). Future research could utilise critical discourse analysis to
explicate the power dynamics in the development of the AI strategy and,
more importantly, the elements of power (e.g. between the government and
citizens) embodied in the language of the strategy. Highlighting ‘power’
as the focal point in the analysis would aid in reflecting on the political
consequences of the strategy.
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5. Conclusion

The analysis of the UAE’s national AI strategy reveals a predominant focus
on economic growth, positioning citizens primarily as beneficiaries rather
than active participants in the AI-driven transformation. The strategy em‐
phasises enhancing sectoral efficiency and individual skill sets in alignment
with AI advancements but lacks concrete mechanisms for inclusive citizen
engagement. This limited portrayal of citizens as active stakeholders in
shaping AI policy underscores a need for a more participatory approach
that embraces all segments of society.

Two main conclusions can be drawn from the analysis. (1) Economic
Focus: The primary focus of the UAE’s AI strategy is on boosting econo‐
mic growth, with citizen engagement and participation largely sidelined.
The strategy highlights the benefits AI can bring to society, but these are
often framed in terms of economic contributions rather than political or
participatory roles for citizens. (2) Citizens as Beneficiaries: When citizens
or society are mentioned, they are depicted more as workers, users, or
consumers rather than political actors capable of influencing decisions and
holding the government accountable. This perspective suggests a top-down
approach where citizens are positioned as recipients of AI benefits rather
than active participants in its governance or development.

The concept of digital passivisation is introduced to describe this phe‐
nomenon, where technology is implemented in ways that do not actively
involve citizens in decision-making processes, treating them as passive re‐
cipients of the technology. This approach can limit public engagement and
maintain control within a select group of decision-makers, emphasising
economic growth over democratic participation.

To foster a more inclusive AI-driven future, the strategy should evolve to
include clearer roles for citizen engagement and participation, which could
involve public consultations, citizen forums, and educational campaigns
aimed at raising awareness and fostering dialogue around AI-related issues.
By empowering individuals with knowledge about AI technologies and
involving them in discussions about its implications, the UAE can ensure
that AI development not only serves but also reflects the public’s needs
and values. This approach would help bridge the digital divide and create a
more dynamic and participatory AI policy framework.
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Empowering smart regions:
addressing challenges and leveraging enabling factors in
municipal digital transformation

Bonny Brandenburger, Andrea Hamm, Caroline Krohn,
Felix Sühlmann-Faul, Manuel Atug, Nicole Döpp, and André Ullrich

Abstract: The advancing digital transformation of society creates a wide
range of opportunities for improved access to information and resources
that contribute to ensuring the availability of public services and the
development of sustainable living spaces. This underlying potential does
not only apply to urban areas; digitalisation projects are also being imple‐
mented in rural municipalities in order to exploit the potential of digital
transformation. Nevertheless, the field of so-called smart regions has yet to
receive substantial focus in research. To understand the specific challenges
and enabling factors of digital transformation activities in urban-rural
areas, a workshop was organised with the cooperation of municipal repres‐
entatives of a model region in Schleswig-Holstein, Germany. Therein, spe‐
cific technical, economic and social challenges as well as enabling factors
of municipal digitalisation projects aimed at developing smart regions were
identified. The results show that the success of digital transformation meas‐
ures in urban-rural areas is not only determined by the expansion of a
corresponding technical infrastructure but in particular by the acceptance
of citizens and municipality employees, as well as economic viability. This
research further informs municipalities and future researchers on the critic‐
al factors required to effectively conduct digitalisation projects in the smart
region context.

Keywords: digital transformation, smart region, challenges and enabling
factors, sustainable regional development

1. Introduction

When it comes to fully exploiting the potential of digital transformation
(DT), municipalities are faced with numerous challenges, mainly due to
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limited resources (Fila et al., 2023). DT creates opportunities to improve
and guarantee access to public services (van der Hoogen, 2024) and expand
smart living spaces while maintaining a focus on ensuring the greatest pos‐
sible added value for citizens (Heuser et al., 2020, p. 15; Sahu et al., 2020).
In this respect, we understand DT as a holistic organisational approach to
using and providing digital technologies within and for municipal adminis‐
trations, emphasising the imperative for ongoing adaptations of processes,
services and products to meet external demands (Mergel et al., 2019, p.
10). Thus, DT shall improve relationships between public administrations
and their stakeholders, increase citizen satisfaction and foster a shift in
organisational culture (Mergel et al., 2019, p. 10). To understand and cope
with the challenges of DT, Lafioune et al. (2023) developed a framework
based on a systematic literature review that included an investigation of
multiple concepts concerning DT and the implications for municipalities.
Applying this framework enables the identification of predominant issues
hindering municipalities’ DT.

While the relationship between the challenges and enabling factors of
smart city projects has already been researched thoroughly (Andejany et
al., 2023; De Guimarães et al., 2020; Kogan & Lee, 2014), research focusing
specifically on smart regions and their prerequisites for a successful DT is
still in its infancy (Geisberger, 2023, p. 31; Matern et al., 2020). Municipalit‐
ies with lower-density populations and less infrastructure have even fewer
human and financial resources (Fila et al., 2023), which makes DT meas‐
ures more difficult to implement (Jakob & Krcmar, 2018). Usually, a critical
mass of users is required in order to establish and maintain existing and
new technical and social infrastructure (Ruscheinski, 2023, p. 19). Against
this background, this paper is guided by the following research question:

How can the challenges for municipalities on their way to smart regions be
tackled and suitable support measures be designed?
Lafioune et al.’s (2023) framework was developed by focusing on larger urb‐
an contexts, so we sought to determine to what extent the framework model
is applicable for planned and promoted DT in urban-rural areas, where
initial conditions are different. We accessed the field by approaching muni‐
cipal administrators currently realising DT in their day-to-day practices.
We conceptualised and held a workshop with municipal representatives
from a model region and discussed their most recently implemented DT
projects. The framework developed by Lafioune et al. (2023) served as
the theoretical and conceptual basis used to identify the challenges. The

Brandenburger, Hamm, Krohn, Sühlmann-Faul, Atug, Döpp, Ullrich

58
https://doi.org/10.5771/9783748947585, am 09.04.2025, 13:28:30
Open Access –  - https://www.nomos-elibrary.de/agb

https://doi.org/10.5771/9783748947585
https://creativecommons.org/licenses/by/4.0/
https://www.nomos-elibrary.de/agb


workshop results were then analysed in the context of the existing academic
discourse on DT. This article will provide two main contributions: first,
we will identify the challenges of DT in urban-rural areas based on the
conducted fieldwork and examine how these challenges can be addressed
by identifying enabling factors and suitable support measures. Second, the
applied theoretical framework will be tested and discussed in terms of its
possible utilisation in further studies on urban-rural contexts. DT is not
just a matter of solving urban problems through technology, and because
cities cannot be pictured as isolated entities (Amin & Thrift, 2002), we
believe that the identified factors and presented measures can guide future
smart region projects.

2. Towards a deeper understanding of smart regions

For more than twenty years, concepts centred on digital technologies for
the design of urban spaces have been discussed under the umbrella of
smart cities (Geisberger, 2023, p. 27). This term not only refers to the
possibilities of information and communication technologies (ICT) but
also increasingly focuses on the economic, ecological and social aspects
present in the course of the DT. With the beginning of the 21st century,
cities are no longer understood as isolated entities but rather as regionalised
spaces (Amin & Thrift, 2002; Brenner and Schmid, 2015; Soja, 2000);
urban and rural areas do not constitute two distinct territories that can be
considered separate from one another (Delgado-Viñas & Gómez-Moreno,
2022). On the contrary, the classifications of urban or city and rural are
to be replaced with the term smart region, and their existing interdepend‐
encies are to be examined. In recent years, there has been an increasing
amount of literature on DT strategies within the political and administrat‐
ive boundaries of cities (Ben Letaifa, 2015; Masik et al., 2021; Shamsuzzoha
et al., 2021; Slavova & Okwechime, 2016;), while in contrast, concepts for
smart regions are still in their infancy (Geisberger, 2023, p. 31). Matern et
al. (2020, p. 2064) define smart regions as:

diverse urban-rural areas that are spatially reframed by digital technolo‐
gies and the respective social practices in a variety of fields (citizenship,
governance, economy, environment, mobility, infrastructure) on a dis‐
cursive, implemental and regulative level. The concept of smart regions
follows a relational and social constructivist understanding of spaces and
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emphasi[z]es an integrated approach towards the social (re-)construc‐
tion of smart regions by actors and their networks.

Thus, the concept of a smart region bridges urban and rural environments
and has a wide conceptual overlap with urban-rural municipalities. A
fundamental aspect lies in fostering a collaborative approach so individu‐
als impacted by DT are empowered to actively shape their communities
through ICT. Central to the notion of a smart region is the deliberate and
thorough integration of various sectors, institutions, themes, administrative
bodies and diverse social groups through ICT infrastructure (Will, 2021,
p. 459). Here, the essence of smartness transcends mere technological solu‐
tions, encompassing a broader capacity for integrating diverse stakeholders
into a region’s innovation ecosystem instead of thinking only within urban
boundaries (Markkula & Kune, 2015). This holistic perspective not only
leverages the potential of ICT but also increasingly emphasises the sustain‐
able economic and social dimensions within the framework of DT.

a) Challenges for digitalisation projects in smart regions

The increasing dynamics of peripheralisation in rural areas and centralisa‐
tion in metropolitan areas are reducing the economic performance of rural
regions (Ruscheinski, 2023, p. 12), resulting in fewer companies choosing
to settle there. This, in turn, can lead to structural economic weakness;
furthermore, an ageing society due to declining birth rates is also charac‐
teristic (Statistisches Bundesamt, 2023) that results, among other things,
in a declining capacity of technical and social infrastructure. Krishnan et
al. (2020) identify the following aspects as specific challenges in the DT
of municipalities: a lack of control over sustainability activities, a lack of
methods and processes to promote the participation of citizens and insuffi‐
cient knowledge about structures and value creation through ecosystems. In
municipalities with a low population density, the question is not only how
systematic and highly integrated networking using ICT can contribute to
ensuring public services, but also to what extent the associated expansion
costs are profitable (Geisberger, 2023, p. 37). The functional, financial and
personnel requirements in rural areas therefore confront decision-makers
with challenges different than those they would face in a solely urban
context (Ruscheinski, 2023, p. 14). Nevertheless, rural regions in particular
represent a special opportunity, as they can function not only as places to
work and live but also as recreational areas and cost-effective business loca‐
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tions (Geisberger, 2023, p. 31). Against this background, research into smart
regions is particularly complex. A large number of heterogeneous initial
conditions (such as population growth versus migration, public transport
infrastructure versus individual mobility) must be taken into account when
implementing DT projects to ensure the provision of general-interest ser‐
vices in urban-rural municipalities.

b) Enabling factors for municipal digitalisation projects

In the context of municipal digitalisation projects, citizen participation,
regulatory framework conditions, funding and stable telecommunications
infrastructure are grouped under the category of environmental enabling
factors (Jonathan, 2020); this approach can also be found in more recent
works (cf. Gudmundsdottir et al., 2024; Lafioune et al., 2023). In the
information technology category, interoperability, data security, IT archi‐
tecture and data-driven agility are emphasised (Jonathan, 2020). Organ‐
isational and management factors include a sufficient degree of business
IT alignment, management commitment, further training opportunities
for employees or an organisational culture geared towards change. Gud‐
mundsdottir et al. (2024) emphasise the significance of managers and
middle managers in actively shaping and taking responsibility for muni‐
cipal DT processes. Furthermore, the critical nature of sustainability in
resource management and the innovation in service provision associated
with DT were identified as important determinants (Gudmundsdottir et
al., 2024). Access to the internet independent of time and place is also
emphasised as an essential prerequisite for success, as it creates individual,
social and economic development opportunities, as well as possibilities for
participation (Geisberger, 2023, p. 37). A tangible added value for the local
population is also required for the successful implementation of digital
processes or solutions (Heuser et al., 2020, p. 15). In this regard, identifying
relevant social groups is necessary for the social construction of technology.
Different social groups attribute different meanings to technology depend‐
ing on its perceived usefulness or ease of use (Davis, 1985; Pinch & Bijker,
1984). Thus, during a participatory negotiation process between these
groups, the design of the technology continues until a consensus is reached,
which occurs when the negotiation process has ensured that the technology
works for all groups involved (Bijker, 1995; Pinch, 1996; Pinch & Bijker,
1984, p. 411ff.;). Based on this understanding, it is clear that the success of
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DT in terms of digital artefacts stands and falls with the participation of all
affected groups in the process of creating the technologies. This means that
the perspectives of providers and users are incorporated into the creation
process, which significantly increases the subsequent acceptance of the
technology.

3. The Süderbrarup case study and methodological approach

To identify challenges and enabling factors in digitalisation projects, group
discussions were held in December 2023 as part of a half-day workshop.
In addition to the two researchers who acted as moderators, a total of 12
participants took part. The participants were representatives from the rural
municipality of Süderbrarup (individuals from the Süderbrarup Smart City
office and two mayors) and representatives from the areas of the smart bor‐
der region, regional development and digitalisation offices (Chief Digital
Officer, IT and Digitalisation Department) in the district and from an inde‐
pendent city in the region. This group of participants specifically invites a
view of DT processes beyond the urban context. The Süderbrarup model
region has already published a Smart City strategy12, launched a wide range
of digitalisation projects and thus taken the first steps towards becoming a
digital pioneer (Office Süderbrarup, 2021). Both the rural structure and the
transformation impulses make the Süderbrarup model region a particular
object of investigation in relation to the realisation of digitalisation projects
towards a smart region.

After collecting information on the participants’ expectations at the be‐
ginning of the workshop, their views on the specific challenges of digitalisa‐
tion projects were gathered. Current digitalisation projects were discussed
first. The key questions were ‘Which project are you currently working
on?’ and ‘Which digitalisation projects are taking place in your area of
work?’. Challenges were then determined by asking, ‘What are the specific
challenges in the respective projects?’ In Block 2 of the workshop, enabling
factors for digitalisation projects were identified. Based on the key question,
‘What makes a digitalisation project actually successful?’, the participants
had the opportunity to make various suggestions using moderation cards.

1 https://smartcityamtsuederbrarup.de/wp-content/uploads/2021/05/Finale_Strategie.
pdf

2 The use of the term Smart City was prescribed by the funding guidelines of the state of
Schleswig-Holstein, with no distinction made between city and region.
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Individual suggestions were illustrated using examples from the aforemen‐
tioned projects and discussed during the presentation so that a common
understanding and agreement could be reached. The participants then
evaluated the identified enabling factors. Each participant had the oppor‐
tunity to award three points so that the factors could be ranked according
to their perceived relevance.

During the event, the two moderators recorded their general observa‐
tions as well as the content developed during the discussions; the data
were then collected, modified, synthesised and discussed thematically using
whiteboards. Following the workshop, the participants’ responses were
consolidated and deductively categorised using Lafioune et al.’s (2023)
framework for the DT of municipalities. The framework consists of 22
elements that are clustered into six overarching categories: strategy, process
management, organisational culture, policy, network and digital informa‐
tion ecosystem. This categorisation of challenges is also in line with recent
research on challenges at the municipal level (van der Hoogen et al., 2024).
For example, municipal representatives have reported that they lack an
overview of the individual digitalisation measures in the administration.
These challenges were assigned to the third category – Organisational
culture and 3.2 Lack of communication – in the DT framework.

4. Results

The interviewees identified a total of 11 different inter- and intra-organ‐
isational digitalisation projects. The term inter-organisational projects de‐
scribes projects that aim to create a network of relationships among mu‐
nicipalities, civil society and the economy that extends beyond any one
organisation (Zundel, 1999, p. 19). In contrast, intra-organisational projects
encompass network-like patterns of relationships within an organisation or
community. This section describes the challenges and the enabling factors
identified in the course of the discussions on digitalisation projects and
then explores the connections between them.

a) Challenges of municipal digitalisation projects

The participants identified the processes for administrative digitalisation
and the establishment of a central database as well as an electronic doc‐
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ument management (EDM) system for the municipality of Süderbrarup
as challenges in the context of intra-organisational digitalisation projects.
These projects aim projects to convert workflow and communication chan‐
nels into digital technologies within the administration, thereby improving
access to information and increasing the effectiveness of decision-making
processes. For example, in August 2020, a project implementing the EDM
system in the Süderbrarup region was completed. The primary goal was
to store all documents digitally within one system. The system includes for‐
gery-proof file storage and the application of an automated stamp on docu‐
ments. In addition, a dynamic filing system for managing the lifecycle of
documents before electronic archiving is integrated. Thus, every change to
a document can be retraced; this is intended to prevent forgeries. Further‐
more, minutes of meetings and dates are made available or are announced
to citizens via the council information system. An additional feature of the
EDM system is the creation of electronic files that consolidate information
gathered from diverse sources, meaning that various documents relating to
a citizen can be collected in one folder, even if the responsibilities within
the municipal administration (e.g. the tax office or civil engineering office)
are different.

Acceptance of change by administrative staff turned out to be a decisive
factor when facing challenges while implementing the three intra-organisa‐
tional digitalisation projects. Technical change requires a cultural flux in
terms of individual willingness to change. The simultaneous nature of these
two transformation endeavours was described as particularly challenging.
This aspect can be found in Lafioune et al. (2023) under 3.1 Lack of
organisational change management. One participant reported that some
old administrative processes continued to exist alongside new ones, leading
to unnecessary additional work. In the specific example with the EDM
system, participants reported that there were administrative employees
who still tended to use the analogue document filing system while others
used the new system and thus experienced the associated simplification of
administrative processes. In addition, interviewees mentioned that admin‐
istrative staff lacked an overview of the particular digitalisation measures
in the municipality in order to be able to assess what was already running
successfully (3.2 Lack of communication). The lack of personnel (5.3 Lack of
human resources) in municipal administrations was also emphasised as an‐
other major challenge in the course of DT. In the eyes of the interviewees,
the implementation of transformation projects often depends on a few
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people who frequently have to perform other tasks that are not a part of the
implementation of smart region projects.

In the area of inter-organisational digitalisation projects, software-based
applications for communication between the administration and citizens
were mentioned most frequently by the participants. These include the
MensaMax3 (a digital application for organising school lunches), a booking
platform, a data platform for exchanging and sharing data and information
with citizens and a mobility app called smartes DorfSHUTTLE4. Local
public transport in Süderbrarup is currently designed primarily for the
transportation of schoolchildren. Outside of school hours, there are very
few connections between municipalities. The mobility app seeks to mitigate
this problem by supporting demand-oriented transportation in the form
of a ride-pooling-on-demand service. In addition, general administrative
services, such as applying for an ID card, are to be digitalised as part of the
Online Access Act (OZG), thereby simplifying the process for citizens.

The workshop participants identified challenges in both social and
technical aspects of DT projects; these areas are often interlinked. For
example, the issue of technical interfaces was raised (6.2 Incompatibility
and/or inadequacy of existing information systems) in the context of the
need for cross-service software solutions that make it easier for citizens to
use different areas of general-interest services (e.g. the financial or citizens’
office). There are often different applications and standards that, from the
perspective of municipal representatives, lead to conflicts between adminis‐
trative staff and citizens. The usability of these digital applications is often
unfriendly to consumers (6.1 Inadequate technologies and tools), resulting in
acceptance problems among the population (5.2 Resistance to change and
5.4 Perception by the citizens). This social challenge is exacerbated by the
issue of data protection and security (2.2 Absence of data management).
Citizens do not recognise the exact purpose for which data are collected
and what added value and danger this poses. There is no explanation of
the benefits of data acquisition and analysis for local civil society (3.2 Lack
of communication). The municipal representatives emphasised the need for
the participation and early involvement of citizens in the development of
digital applications, such as data or booking platforms. Thus, both internal
and external communication were mentioned as major challenges in the
realisation of software-based digitalisation projects.

3 https://mensamax.de/schule/
4 https://smartes-dorfshuttle.de/
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Another major digitalisation project in the municipality of Süderbrarup
is the makerspace5, a smart city lab that opened in 2022. It serves as a
physical meeting place and a space for development and experimentation
for citizens and businesses, where digital tools for prototyping, crafts and
IT are available and can be tested. Additionally, the lab is used for training
courses to promote digital skills (Amt Süderbrarup, 2021, p. 49). In order
to be able to present makerspace in a decentralised manner and to bring
its offerings to surrounding areas, the project aims to create digital hubs,
e.g. through a temporary version of the entire offering. The extracurricular
activities available through makerspace and the youth centre are commu‐
nicated via social media channels to reach young people.

It can be emphasised that these physical places – makerspace and the
youth centre – do not sufficiently address the needs of the local population;
for example, the added value of makerspace is hardly appreciable for older
people. In the local population, a lack of communication gives rise to fears.
Another central challenge is the funding logic, which is associated with
a limited project duration and dependence on third-party funding. The
lack of financial sustainability can also be emphasised in the context of the
other digitalisation projects (1.6 Funding problems and 4.1 Insufficient policy
and support from elected officials). Moreover, the participants reported that
digitalisation projects require time beyond the funding period for people to
recognise the added value for themselves (5.4 Perception by the citizens).

b) Enabling factors of municipal digitalisation projects

The participants repeatedly brought up social and organisational issues
when discussing enabling factors. With a score of five, the two highest-
ranking enabling factors were (1) ‘making life easier by creating added
value for citizens’ and (2) ‘economic viability’. These two factors coincide
with the challenges described above, in which the perceptions of citizens
and sustainable funding problems were also strongly emphasised. In addi‐
tion, ‘pride in the project’ on the part of those involved was underlined,
receiving four points. This goes hand in hand with the importance of an
organisational culture in which all participants see themselves as part of
a successful project. With three points each, respondents mentioned ‘high
usage figures’, ‘the fulfilment of project objectives’ and ‘the subsequent use

5 https://www.diz.digital/ueber-das-diz

Brandenburger, Hamm, Krohn, Sühlmann-Faul, Atug, Döpp, Ullrich

66
https://doi.org/10.5771/9783748947585, am 09.04.2025, 13:28:30
Open Access –  - https://www.nomos-elibrary.de/agb

https://www.diz.digital/ueber-das-diz
https://www.diz.digital/ueber-das-diz
https://doi.org/10.5771/9783748947585
https://creativecommons.org/licenses/by/4.0/
https://www.nomos-elibrary.de/agb


of infrastructure’ even after the end of the project as important for determ‐
ining its success. These factors were applied both to internal digitalisation
projects within the administration and those with external interest groups.
In addition, ‘user satisfaction’, ‘quick decisions’ and ‘good design and plan‐
ning of the project’ were emphasised as key factors for success, receiving
one point each. All in all, the participants described the importance of
bundling needs in order to demonstrate added value, ensure acceptance
among the citizenry and guarantee that technical measures, such as the
MensaApp, are also used.

c) Connecting challenges and enabling factors

In order to demonstrate the connections between the intra- and inter-or‐
ganisational projects, the identified challenges and enabling factors were
transferred into a superordinate systematic structure (Figure 1) utilising
Lafioune et al.’s (2023) six categories. For example, the participants dis‐
cussed the lack of sufficient clarity necessary for citizens to understand
what happens to their data in the newly introduced data platform; this
challenge was categorised under 2.2 Absence of data management and 3.2
Lack of communication. The enabling factors are highlighted in grey at
the bottom of the figure. In order to meet the challenges mentioned regard‐
ing the data platform, for example, improvement at the planning stage of
the digitalisation project by involving various user groups (‘good design
and planning of the project’) was suggested. The superordinate systematic
structure therefore illustrates the relationships between the challenges and
enabling factors, which can help enable decision-makers to identify the
most frequently mentioned challenges within various digitalisation projects
by means of a systematic presentation and thus develop initial solutions
using the identified enabling factors. The example of the Süderbrarup mu‐
nicipality shows that a lack of communication, especially with citizens, is a
major hurdle in the implementation of digitalisation projects.
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5. Discussion

The participants provided many responses in the subcategories of finan‐
cial issues, the lack of communication and resistance to change. The
Süderbrarup municipality should therefore pay particular attention to these
challenges when implementing digitalisation projects. However, these as‐
pects relate more to structural and inter-organisational problems that can
only be solved to a limited extent at the project level. The challenges high‐
lighted by the representatives of the municipality should thus be discussed
not in isolation among project members but from a systemic perspective
involving various interest groups. Linking the challenges with the enabling
factors represents a first step in exploring how challenges can be met in
the course of implementing digitalisation projects. However, these factors
remain very general in their wording, as seen in the example ‘making life
easier, creating added value’; it remains unclear what ‘added value’ means
for each individual. Moreover, some of the enabling factors mentioned
contradict one another; for example, the participants mentioned ‘quick
decisions’ as an enabling factor while also claiming that projects should
be well-planned and involve a diverse user group at an early stage. In this
regard, it remains questionable whether the involvement of citizens in the
design and decision-making processes of digitalisation projects can lead
to quick decisions. Thus, the proposed presentation not only provides a
systematic overview of DT measures but also reveals the contradictions in
the statements made by the municipal representatives.

The example of Süderbrarup demonstrates the applicability of Lafioune
et al.’s (2023) framework for urban-rural regions. The proposed categories
and subcategories were suitable for systematising the challenges described
by the participants for each digitalisation project. The framework thus al‐
lows for the systematic analysis, framing and comparison of the challenges
posed by DT in both urban and rural municipalities. For instance, differ‐
ences can be found when comparing this research with the results from a
survey of Canadian communities (cf. Lafioune et al., 2023). Respondents in
the urban Canadian context referred to 2.2 Absence of data management,
2.3 Misalignment of current practices and management and 6.2 Incompatib‐
ility and/or inadequacy of existing information systems as particularly major
challenges in DT. Comparing the results of the challenges of DT in the
urban and rural contexts can assist in the development of smart region
strategies. The DT framework is also valuable because it incorporates ele‐
ments for sustainable digitalisation under the second category, Processes,
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practices and management, such as data protection (Herlo et al., 2023; Sühl‐
mann-Faul, 2024, p. 141). Furthermore, the perception of the citizenry is
emphasised under the fifth category, People, community and network. From
the perspective of municipal representatives, citizens should be involved in
the design process of municipal digitalisation projects from the beginning
in order to promote the acceptance and long-term use of these applications
(Hamm et al., 2023). Smartness is therefore understood not only in terms
of what is technically possible but also what is useful for citizens in the long
term. The applied framework has so far only enabled a systematic presenta‐
tion of the challenges faced in the course of the DT of municipalities. This
article proposes an extension by adding enabling factors for digitalisation
projects to the framework.

However, the identified enabling factors remain very general and, to a
certain extent, even contradictory. Among other issues, it remains unclear
how the economic viability of projects can be measured in concrete terms.
It would therefore be useful for future researchers to add additional items
to the list of enabling factors. Furthermore, connections between projects
and enabling factors could be investigated to map the relationships between
digitalisation projects, challenges and enabling factors more clearly. This
means that each person responsible for a respective project can develop
specific strategies to overcome challenges such as the incompatibility of
existing information systems (6.2). However, some of the challenges men‐
tioned cannot be solved at the project implementation level. Factors such as
a lack of sustainable financial and personnel resources must be addressed at
the organisational level. In addition, further case study investigations in the
context of smart regions with both municipal representatives and citizens
are necessary in order to increase the generalisability.

These results can be used as a first step towards developing a holistic
model that allows for the understanding of the necessary prerequisites for
the successful implementation of digitalisation projects at the regional level.
Other municipalities can thus acquire a concrete idea of which projects are
being implemented in other areas on the way to becoming a smart region
and reflect on the applicability and usefulness for their own case. The
findings also provide insight into the challenges of the still-young research
field of smart regions, offering a basis for future researchers to compare the
challenges and enabling factors in the course of the DT in different regions.
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6. Conclusions

By applying the framework developed by Lafioune et al. (2023), the prevail‐
ing challenges that hinder the DT of municipalities in urban-rural areas
could be identified. The example of the Süderbrarup municipality shows
that a lack of communication, especially with citizens, is one of the major
hurdles in the implementation of digitalisation projects. In order better
bring about the enabling factors mentioned, such as higher usage numbers,
user satisfaction and subsequent use of (digital) infrastructure like the
smartes DorfSHUTTLE app, the people who are affected must be involved
in the planning of the projects at an early stage. The acceptance hurdles
mentioned by the workshop participants – problems at the organisational
level and social change processes as well as user problems in dealing with
software products – clearly point to a necessity that coincides with theories
concerning the social construction of technology: users need to be involved
in the design process from the outset. For users of internal software, this
will address the enabling factors (‘pride in being part of the change’ and
‘having been involved in a successful project’), and for end users outside of
the organisational levels, a product will be created that reflects the needs
and requirements of future users. Acceptance can also be increased by
increasing clarity and transparency concerning, for example, how software
handles user data. All in all, only when the problems described are under‐
stood as social problems can socio-technical support help to overcome
them.
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Climate change and AI: A research agenda for sustainable
intelligence

Ina K. Schieferdecker

Abstract: Artificial intelligence (AI) represents one of the most powerful
technologies currently available to humanity, offering immense potential
for transformative change. It has the potential to assist us in addressing
our most pressing climate change concerns. It can also enhance our ability
to promote and lead the transition to sustainability. However, it is also
important to acknowledge that AI is a technology that requires significant
resources. It is estimated that by 2025–2026, the daily training costs for the
large AI models will exceed the global computing capacity. This chapter
presents the latest developments in AI for sustainability transformation
and sustainable AI, with a particular focus on reducing resource consump‐
tion. It introduces the concept of sustainable intelligence and discusses a
research agenda featuring a multidisciplinary, transformative approach to
the design and development of AI technologies and AI-based systems, with
the objective of ensuring their development in an environmentally friendly
and socially responsible manner, and with the aim of investigating their
impact on the natural, technical and societal environment.

Keywords: digital transformation, information and communication tech‐
nologies, artificial intelligence, sustainable AI, AI for sustainability, sustain‐
able intelligence

1. Technologies and societal progress – demystifying technical progress

In the context of climate change and the potential of artificial intelligence
(AI) to develop solutions to mitigate its effects, this section begins with
a discussion of key concepts of technology, technological progress, and
technical infrastructures in societies. Building on this, Section 2 discusses
information and communication technologies and the dual transition for
digital transformation and sustainable transformation in line with the Unit‐
ed Nations Sustainable Development Goals. Finally, Section 3 focuses on AI

77
https://doi.org/10.5771/9783748947585, am 09.04.2025, 13:28:31
Open Access –  - https://www.nomos-elibrary.de/agb

https://doi.org/10.5771/9783748947585
https://creativecommons.org/licenses/by/4.0/
https://www.nomos-elibrary.de/agb


as an emerging powerful technology and its relationship to the transforma‐
tion towards sustainability. Based on this discussion and a review of related
research, the concept of sustainable intelligence and a research agenda for
sustainable intelligence are presented and discussed.

This section introduces key concepts of engineering in the construction
of the technical infrastructures on which modern societies depend, such
as energy supply, transport and mobility services, or information distribu‐
tion. A basic understanding of engineering is important to place the social
science debate on contextualised dichotomies in digital transformation; on
the relationship between society, resources, and pollution; or on power re‐
lations into a broader, multidisciplinary perspective that includes technical
sciences and engineering.

In his book on the ‘technological society’, Ellul (2021, p. XXV) states:

The term technique, as I use it, does not mean machines, technology, or
this or that procedure for attaining an end. In our technological society,
technique is the totality of methods rationally arrived at and having
absolute efficiency (for a given stage of development) in every field of
human activity. Its characteristics are new; the technique of the present
has no common measure with that of the past.

And Ellul (2021, p. 427):

The human race is confusedly beginning to understand at last that it
is living in a new and unfamiliar universe. The new order was meant
to be a buffer between man and nature. Unfortunately, it has evolved
autonomously in such a way that man has lost all contact with his natural
framework … Enclosed within his artificial creation, man finds that there
is no ‘exit’ … The new milieu has its own specific laws which are not the
laws of organic or inorganic matter. Man is still ignorant of these laws.

Sixty years later, we are still struggling to realise that in the Anthropocene
the human-centred view must be replaced by or, at least, combined with
a planet-centred view, where humans are just one of the species on this
planet. If the well-being of the majority of humanity is to prevail, then the
well-being of the whole planet must be the top priority towards which all
available resources and efforts must be directed.

Another obstacle is that this artificial technological universe, as the
source of climate change, is also the foundation for the solution to the
transformation towards sustainability and climate resilience (see section
2). However, the initial theory of technocracy has proved inadequate in ad‐
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dressing the challenges that emerged in the context of political and indus‐
trial crises. Technocracy gave rise to expectations that were not fully aligned
with the capabilities of the technocratic approach, which was also perceived
as a means of declining ideologies and even politics in a knowledgeable
society. Boorstin (1978, frontmatter) posits that the converging powers
of technology will ultimately prevail, overcoming the barriers posed by
‘[i]deology, tribalism, nationalism, the crusading spirit in religion, bigotry,
censorship, racism, persecution, immigration and emigration restriction,
tariffs, and chauvinism’.

In a subsequent statement, Gunnell (1982, p. 9) asserts that:

The precise nature of the impact of technology on politics is sometimes
ambiguous, but it seems to involve three distinct – though not mutually
exclusive – theories, dimensions, or levels of analysis:
1. In circumstances in which political decisions necessarily involve spe‐
ciali[s]ed knowledge and the exercise of technical skills, political power
tends to gravitate toward technological elites.
2. Technology has become autonomous, hence politics has become a
function of systemic structural determinants over which it has little or no
control.
3. Technology (and science) constitute a new legitimating ideology that
subtly masks certain forms of social domination.
In each level of analysis, there is a concern about the depreciation of the
political realm, the subversion of traditional bases of authority, and the
ascendancy of instrumental over political rationality.

Gunnell’s evaluation provides a more accurate depiction of the interrela‐
tionship between technique (and technologies) and politics (and society).
In the context of the technocratic paradigm, however, the contributions
of technologies and engineers are frequently excluded from social and
political discourse on the grounds that they would be unable to offer mean‐
ingful solutions to the challenges societies face. This attitude is particularly
noteworthy in light of the fact that, as a consequence of technological
advancement, global well-being, satisfaction, and happiness are on a steady
upward trajectory (Azuh et al., 2020; Hausken & Moxnes, 2019; Kowal &
Paliwoda-Pekosz, 2017).
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Myths about technical progress include:

• We would have been overrun by technology.
• Technology would be harmful.
• Technology would be accountable.

Notably, technology is a science and the study of engineering. It is con‐
cerned with the ways in which (raw) materials and components can be
transformed into technical systems, including digital products, services,
and information/data. These transformation processes use scientific knowl‐
edge and tools. The results of engineering are technical systems that are
deployed, operated, maintained, and used, and the sum of these technical
systems constitutes the technical infrastructure of a society. Its modernity
and availability are directly related to a society’s ability to be innovative and
resilient: ‘in the longer view a secure society involves innovation in strong
infrastructure and social systems’ (Allenby & Fink, 2005, p. 1034).

Moreover, because technologies, technical systems, and infrastructures
have no agency, they cannot be held accountable, but stakeholders such
as clients, contractors, developers, operators, consumers, regulators, re‐
searchers, entrepreneurs, or firms can. Technologies, actors, and infrastruc‐
tures (technical, institutional, and operational) constitute technological sys‐
tems:

A technological system may be defined as a network of agents interacting
in a specific economic/industrial area under a particular institutional in‐
frastructure or set of infrastructures and involved in the generation, dif‐
fusion, and utili[s]ation of technology. Technological systems are defined
in terms of knowledge/competence flows rather than flows of ordinary
goods and services. They consist of dynamic knowledge and competence
networks. In the presence of an entrepreneur and sufficient critical mass,
such networks can be transformed into development blocks, i.e. synergis‐
tic clusters of firms and technologies within an industry or a group of
industries. (Carlsson & Stankiewicz, 1991, p. 111)

Such technological systems are sources of innovation (Blatter 2004). They
can be regional, such as the microelectronics core in Saxony, or cross-bor‐
der, such as Silicon Valley and the Baja California region between the
United States and Mexico, or the Øresund region between Denmark and
Sweden.

In addition, technologies, technical systems, infrastructures, technologi‐
cal systems, and innovations are human-made. The actors involved in their
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development decide on the objectives, the values pursued, and the final im‐
pact on society. The closer developers get to the final artefacts, the smaller
the set of choices available. Along the development processes – whether it
is a concrete product, a technical infrastructure, or an innovation region –
more and more values are hard-coded. Therefore, it is essential to address
value sets from the outset of analysis and design. The speed and scale
of today’s information and communication technologies (ICTs) used in
digital transformation make it particularly important to ensure respect for
democratic values. Important fields include privacy, data security, and deci‐
sion-making powers (Subirats, 2002), sustainability goals like the United
Nations’ Sustainability Development Goals (UN SDGs; see Pedersen, 2018),
and business values that include corporate social responsibility (CSR; Ali
et al., 2017) and environmental, social, and governance performance (ESG;
Huang, 2021).

Finally, Esmark (2020, p.79) ‘clears up the considerable confusion sur‐
rounding the relationship between technocracy, bureaucracy and democ‐
racy, which provides the foundation for the empirical analysis of the an‐
ti-bureaucratic and pro-democratic nature of contemporary technocracy’,
leading me to conclude that there is no dichotomy between technology and
sustainability and no dichotomy between technology and prosperity, but
that there may be an imbalance between the technical, environmental, and
political environment, as will be discussed in the following sections.

Before discussing this further, the paper presents a brief overview of
the components of the ICTs that provide the fundamental capabilities for
digital transformation (Figure 1). Hardware and software are used to build
the devices, which are interconnected by networks for telecommunications
and mobile communications. The devices essentially store, compute, inter‐
pret, and present data that can be stored in databases. (Cyber) security
is important to ensure the integrity of systems and services, to protect
sensitive data, to prevent cybercrime, to protect privacy, and to build and
maintain trust in digital solutions. More and more IT services are being
virtualised and delivered via cloud platforms as infrastructure as a service
(IaaS), platform as a service (PaaS), software as a service (SaaS), and data
as a service (DaaS) – in short, everything as a service (XaaS). Emerging
technologies for ICT include:

• Internet of Things (IoT) for connecting the physical and cyber worlds,
where IoT refers to a network of interconnected physical devices that can
collect, exchange, and act on data over the Internet
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• Cloud computing for the delivery of computing services such as storage,
processing, and software over the Internet, allowing users to access and
use these resources on demand from anywhere

• Edge computing focuses on processing data closer to where it is generat‐
ed or needed, reducing latency and bandwidth consumption by process‐
ing data locally on devices or close to the data source

• Distributed ledger technologies to improve security, immutability,
and/or transparency through decentralised systems where multiple par‐
ticipants maintain and validate a synchronised, immutable record of
transactions across a network

• Computer vision to analyse, understand, and interpret visual informa‐
tion from digital images, video, or 3D models to make decisions or to
perform specific tasks to interpret and make decisions based on visual
data from the world

• Virtual reality (VR) immerses the user in a fully artificial digital environ‐
ment, and augmented reality (AR) overlays digital information onto the
real world to enhance the user’s perception of their surroundings

• AI essentially simulates human intelligence processes by computer sys‐
tems, enabling them to perform tasks such as learning, reasoning, prob‐
lem-solving, perception, and language understanding

• Next generation software engineering improves the efficiency, scalability,
and quality of software development and maintenance processes by ap‐
plying new methods such as AI, DevOps, or microservices

Ina K. Schieferdecker

82
https://doi.org/10.5771/9783748947585, am 09.04.2025, 13:28:31
Open Access –  - https://www.nomos-elibrary.de/agb

https://doi.org/10.5771/9783748947585
https://creativecommons.org/licenses/by/4.0/
https://www.nomos-elibrary.de/agb


Information and 
Communication 

Technologies

Hardware

Computer and 
Server (PC, Laptop, 
Handheld, Server)

Networking 
Equipment (Router, 

Switch, Hub, 
Network Adapter)

Storage Device

Peripheral and 
Accessories 

(Monitor, Printer)

Embedded Device  
(Actuator, 
Controller)

Software

System Software 
(Operating System)

Utility Software 
(Antivirus, Backup)

Application 
Software (Web, 

Editing)

Development 
Software (IDE, 

DBMS)

Networking and 
Telecommunication

Network Types 
(PAN, LAN, MAN, 

WAN, ETN)

Communication 
Protocols (TCP/IP, l 

(HTTP/HTTPS, 
VoIP)

Telecommunication 
Services (ISPs)

Data and Database

Data Types 
(structured, 

unstructured, semi-
structured)

Database Models 
(relational, NoSQL)

Data Storage (On-
premise, Cloud, 

Hybrid)

Security

Security Measures 
(Firewall, IDS/IPS, 

encryption)

Security Protocols 
(SSL, TLS, VPN)

Security Practice 
(Access Control, 

Identity Management, 
Incident Response)

Services and 
Support

Cloud Services 
(XaaS)

IT Support Services 
(Help Desk, 

Technical Support)

Emerging 
Technologies

Internet of Things 
(IoT)

Cloud and Edge
computing

Distributed Ledger

Computer Vision

Virtual and 
Augmented Reality 

(VR/AR)

Artificial 
Intelligence (AI)

Next Generation 
Software 

Engineering

Overview of information and communication technologies (ICTs)

ICTs provide the basis for digital socio-technical systems, e.g. in Industry
4.0 (Aceto et al., 2019). The term socio-technical system was coined in the
1960s and refers to the

joint optimization of the social and technical systems. The technical and
social systems are independent of each other in the sense that the former
follows the law of natural science while the latter follow the laws of the
human sciences and is a purposeful system. Yet they are correlative in
that one requires the other for the transformation of an input to an
output, which comprise the functional task of a work system. Their rela‐
tionship represents a coupling of dissimilars which can only be jointly
optimized. (Trist, 1981, p. 24)

More recent publications define digital transformation (DT) as ‘the process
of organizational or societal changes driven by innovations and develop‐
ments of ICT. DT includes the ability to adopt technologies rapidly and
affects social as well as technical elements of business models, processes,
products and the organizational structure’ (Bockshecker et al., 2018, p. 9).

Figure 1.
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ICT has led to the development and evolution of the Internet 2 (Leiner
et al., 2009; Ryan, 2010), which began as an Internet of Information for the
exchange of data and documents through hypertexts. With the commercial‐
isation of the Internet after the 1990s, it has evolved into the Internet of
Services, where different services are seamlessly connected and delivered.
The Internet of Services focuses on the provision of a wide range of services
offered, such as infrastructure, platform, and business process services,
enabling greater accessibility, efficiency, and automation. It aims to create a
service-oriented ecosystem where services can be dynamically discovered,
provisioned, managed and consumed. Since the 2000s, the Internet of
Things has also added connections to the physical world through smart
sensors and actuators. Currently, the Internet is evolving into the Internet of
Collaboration by providing unified platforms, enhanced connectivity and
real-time collaboration for instant interaction and synchronised workflows.
It enables remote working, education, and participation at a new scale, as
well as inclusive participation.

Internet of Things

Internet of Services

Internet of
Information

Internet of
Collaboration

Systems 
EngineeringIndustry 4.0

Data 
Spaces

AI for Green

Green AI

The evolution of the Internet

The Internet has become a technique that has transformed the way individ‐
uals, businesses, and societies interact. It has become a central part of the
technical infrastructures of societies to the extent that the ability to use
the Internet as a means of consuming and providing information is being
discussed as a fundamental human right – for the freedom of expression
through the free access to the Internet (Reglitz, 2020). Its emergence also
led to the term Digital Age (Messner et al., 2019), originally called the

Figure 2.
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Information Age (Toffler, 1982). While the Internet fundamentally changed
the exchange of information and services in societies, AI will fundamentally
change their production and consumption, including their exchange (see
also section 3).

2. Sustainability and digitalisation

Before discussing the implications of AI further, this section briefly reviews
aspects of sustainability and digitalisation in general: At the UN Confer‐
ence on Sustainable Development in Rio de Janeiro in 2012, the "The Fu‐
ture We Want" document on sustainable development and a green economy
was adopted. This document set the stage for the development of the UN
Sustainable Development Goals (UN SDGs). The UN SDGs (Saxena et
al., 2021) are a globally adopted canon of values to combat climate change
with balanced means for environmental, social, and economic progress.
They consist of 17 goals and 169 targets to advance societies economically
and politically, reducing poverty and increasing prosperity in a world with
mitigated climate change. The SDGs address environmental, social, and
economic sustainability for a coordinated approach to climate change (see
Figure 3).

Solution space, SDGs and canon of values for sustainabilityFigure 3.
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The transformation towards sustainability in the Digital Age is based on
a normative compass. Its starting point is human dignity, i.e. its inviolabili‐
ty, respect, and protection. In addition, the normative compass has three
dimensions (Messner et al., 2019, p. 3; for further reading, see Chowdhary,
2020; Enholm et al., 2022; Zhang & Lu, 2021):

• ‘Sustaining the natural life-support systems’: Comply with planetary
guardrails and avoid or solve local environmental problems.

• ‘Inclusion’: Ensure universal minimum standards for substantive, politi‐
cal and economic inclusion.

• ‘Eigenart’: Recognise the value of diversity as a resource for successful
transformation and as a condition for well-being and quality of life.

As an aside, it is important to note that researchers question (Stober, 2019;
Tarcan et al., 2022) whether the normative compass for the transformation
towards sustainability should remain human-centred, as it is today, or shift
to a more-than-human-centred or nature-centred leadership, which has
been debated often and remains an ongoing discussion. However, this topic
does not directly contribute to the essence of this chapter and, therefore,
will not be discussed further here.

The solution space for sustainability transformation in the Digital Age
consists of solutions that target the natural, technical, or political environ‐
ment. All three environments are interconnected, and a solution in one
environment rarely works without taking into account the others, also
referred to as dimensions. Most solutions for the transformation towards
sustainability will have to be socio-technical-ecological solutions, going
far beyond the conventional concept of purely socio-technical systems
(Ahlborg et al., 2019; Smith & Stirling, 2010).

Due to the complexity of the SDGs, this chapter focuses on the environ‐
mental aspects of sustainability in view of digitalisation in general; later
sections centre on AI. Because ICTs and digitalisation, like the SDGs, are
very complex (see section 1), the chapter below focuses on the specific
implications of AI for environmental sustainability in view of the natural,
technical, and political environment.

There are a number of surveys on environmental sustainability and
digitalisation:

• Chen et al. (2020) investigate whether digital applications in manufac‐
turing positively or negatively impact the environment by looking at
improved resource efficiency in product design, production, transport,
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and customer service. They also examine the environmental impacts
of resource and energy use, including waste and emissions from the
manufacture, use, and disposal of digital systems. The authors propose
a lifecycle perspective on the environmental impacts of a product and
the technology lifecycle. Such a lifecycle perspective is supported by the
ecological footprint, which should also include the footprint of the digital
services used.

• Broccardo et al. (2023, p.15) review how companies have built sustain‐
able business models through the use of digitalisation. They identify the
benefits of digitalisation in helping to ‘i) share resources, ii) improve re‐
lationships and collaboration, iii) reuse, and iv) recycle. All these actions
have a positive impact on the cost structure, efficiency, and the creation
of new revenue flows’.

• Lange et al. (2020, frontmatter) investigate the relationship between digi‐
talisation, ICT usage, and energy consumption. They conclude that ‘ICT
decreases energy demand via energy efficiency and sectoral change. ICT
increases energy demand via a growing ICT sector, rebounds and econo‐
mic growth’. Since digitalisation cannot decouple economic growth from
energy consumption, it finally leads to a rise in energy consumption.

• Guandalini (2022, p. 466) analyses the relationship between digital
transformation and sustainability improvements, calling for ‘the develop‐
ment of a new stream of literature’ dubbed ‘digital sustainability’. The au‐
thor claims that the ‘identified research gaps are expected to foster future
investigations with more focused outputs from management scholars to
the practical community’ and highlights selected research questions.

All this suggests that if ICT-based solutions for sustainability are resource-
efficient and socially acceptable, they can make a real contribution to
tackling climate change and improving climate resilience (Santarius et al.,
2023; Rome, 2019). This view is also shared by the European Green Deal’s
policy objective of a digital and environmental ‘twin transition’, in which
the two dynamics of digital and sustainable transformation reinforce each
other (Salvi et al., 2022). For further reading on the digital revolution for
sustainable development, see Fouquet and Hippe (2022), Mäkitie et al.
(2023), and Sachs et al. (2019).
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3. The impact of AI on environmental sustainability

Before discussing the implications of AI on the natural environment, this
section provides a brief overview of AI as a key technology (see Figure 4)
applied in almost every application domain of digitalisation. While there is
no widely accepted definition of AI (Monett & Lewis, 2018), according to
(Union, 2024, Article 3), an

‘AI system’ means a machine-based system that is designed to operate
with varying levels of autonomy and that may exhibit adaptiveness after
deployment, and that, for explicit or implicit objectives, infers, from the
input it receives, how to generate outputs such as predictions, content,
recommendations, or decisions that can influence physical or virtual
environments.

Thus, AI systems are generally defined as cyber-physical systems that ex‐
hibit adaptability, however defined. Cyber-physical systems are

[o]pen, networked systems … that use sensors to capture data about
what is going on in the physical world, interpret these data and make
them available to network-based services, whilst also using actuators to
directly affect processes in the physical world and control the behaviour
of devices, objects and services. (Geisberger & Broy, 2015, p. 13)

Wang (2019, p. 1) defines (artificial) intelligence as capabilities for ‘adapta‐
tion with insufficient knowledge and resources’. These capabilities include
knowledge acquisition, language processing, search and pattern recogni‐
tion, reasoning and learning, decision-making, and problem-solving (see
Figure 4). On several benchmarks, AI-based systems have surpassed some
human capabilities, such as image classification, visual reasoning, and lan‐
guage understanding, but not yet the capabilities needed for more complex
problem-solving in mathematics, visual reasoning, or planning, to name a
few (Perrault & Clark, 2024).

Nevertheless, AI capabilities are used in a wide variety of applications,
including expert systems, natural language processing, computer vision,
multi-agent systems, autonomous systems, and robotics and motion con‐
trol. A wide variety of methods can be used to build AI-based systems.
These can be divided into symbolic, statistical, and sub-symbolic methods,
each of which has a number of subcategories (e.g. Chowdhary, 2020; En‐
holm et al., 2022; Zhang & Lu, 2021).
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Overview of artificial intelligence

Digital systems (Belkhir & Elmeligi, 2018) and AI-based systems (Luccioni
et al., 2024) have several orders of magnitude of impact on the environment
and society (Bohnsack et al., 2022):

• 1st order: The use of resources and energy in the development, produc‐
tion, construction, operation and maintenance of AI-based technical
infrastructures (Luccioni et al., 2024).

• 2nd order: Consumption effects through differently organised AI-based
processes and through new processes such as in industry, administration,
or smart cities (Bibri et al., 2024).

• 3rd order: Consumption and lifestyle effects through AI-based digital
systems like online marketplaces (Bai, 2022).

The first, second, and third-order impacts of AI add up to the total impact,
which can be positive or negative in terms of CO2 emissions or resource
use, impacting environmental sustainability. Currently, the first-order im‐
pacts are already very large in terms of energy consumption and carbon
release, for example, for AI training and the use of AI systems such as
ChatGPT or Llama (Luccioni et al., 2024):

Figure 4.
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For instance, Meta’s Llama2 70B model released approximately 291.2
tonnes of carbon, which is nearly 291 times more than the emissions
released by one traveler on a round-trip flight from New York to San
Francisco, and roughly 16 times the amount of annual carbon emitted by
an average American in one year. (Perrault & Clark, 2024, p. 154)

The calculation of second and third-order effects is challenging due to the
rapid pace of change in AI. No concrete figures are available. Nevertheless,
research (Vinuesa et al., 2020) suggests that sustainable AI-based systems
will make a significant contribution to tackling climate change. Some evi‐
dence indicates that AI can enable 134 targets across all SDGs, i.e. it can
have a positive impact on 79% of the SDG targets, while it can inhibit
59 targets, i.e. it can have a negative impact on 34%. Further, the positive
impact can only be achieved if there is ‘regulatory insight and oversight for
AI-based technologies to enable sustainable development’ (Vinuesa et al.,
2020, p. 1).

The potential second and third-order effects of AI have been investigated
in numerous comprehensive and supplementary studies:

• Nishant et al. (2020, p. 1) argue that ‘AI can support the derivation of
culturally appropriate organizational processes and individual practices
to reduce the natural resource and energy intensity of human activities.
The true value of AI will not be in how it enables society to reduce its
energy, water, and land use intensities, but rather, at a higher level, how it
facilitates and fosters environmental governance’.

• Uriarte-Gallastegi et al. (2023, p. 662) demonstrate that ‘Artificial Intelli‐
gence can significantly impact resource efficiency and provide a compet‐
itive edge to organizations, primarily by reducing energy and material
consumption’.

• Regarding the potential impact of AI on the SDGs, Gupta et al. (2021,
p. 2) state that ‘the Environment category entails the highest potential
with 93% of the targets being positively affected’ and that ‘when taking
into account the type of evidence indicating the connection with AI,
we observed that the positive effects on the Environment … were quite
robust’.

• Bibri et al. (2024) present the concept of smarter eco-cities as the conver‐
gence of AI and the Internet of Things (AIoT), which has significant
potential to address complex environmental challenges by improving the
performance and efficiency of smart cities.

Ina K. Schieferdecker

90
https://doi.org/10.5771/9783748947585, am 09.04.2025, 13:28:31
Open Access –  - https://www.nomos-elibrary.de/agb

https://doi.org/10.5771/9783748947585
https://creativecommons.org/licenses/by/4.0/
https://www.nomos-elibrary.de/agb


Despite the existence of a multitude of research agendas pertaining to AI
as a general-purpose technology, there is a notable absence of an integrated
research agenda that encompasses both sustainable AI and AI for sustain‐
ability. To date, publications have focused on either sustainable AI or AI
for sustainability. However, this separation of concerns carries the risk of
overlooking important aspects, framework conditions, or side effects of AI.
To illustrate, Vinuesa et al. (2020), Nishant et al. (2020), and Dwivedi et
al. (2021) provide comprehensive accounts of AI for sustainability, but they
do not address the specific issue of sustainable AI. More specifically, they
fail to address the necessity of making AI more resource-efficient, including
the issue of reducing its energy and data consumption. Another example
is Mumtaz et al. (2022), who address potential unintended consequences,
threats, and hazards of AI, including, for example, the performance threat.
However, the article fails to consider the carbon footprint of AI. This omis‐
sion is somewhat surprising given that Hilty and Aebischer (2015) had al‐
ready identified the necessity for a new research field in the field of ICT for
sustainability, highlighting the importance of reducing ICT-induced energy
and material flows. However, the article by Hilty and Aebischer (2015) was
somewhat lacking in its consideration of the societal need for trustworthy
AI, although it also discussed ethical aspects of ICT. Verdecchia et al. (2021)
present a technological landscape for the development of energy-efficient
digital infrastructure. The paper’s focus on the technical environment for
sustainable transformation precludes any consideration of the natural and
societal environments. While the authors identify the need for paradigm
shifts and environmental and social solutions within the technical context,
these are viewed exclusively from a technical perspective.
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Research agenda for sustainable intelligence

It is time to coin a new concept: sustainable intelligence refers to the
comprehensive approach of integrating sustainability principles into the
development, deployment, and application of AI technologies. This concept
has two primary dimensions:

1. Sustainable AI will address the sustainable development of AI by con‐
sidering the environmental, technical, and societal impacts of AI in its
design and implementation.

• Sustainable AI minimises carbon footprints, energy consumption, and
resource use by optimising AI methods for data and energy efficiency,
adopting the reduce, reuse, repair, and recycle principles for AI-based
solutions, and using renewable energy to power them.

• Sustainable AI is to be made accessible through appropriate AI infras‐
tructures, tools, and licences, including open access to AI and open-
source AI methods, algorithms, models, and training and validation data
for the public.

• Sustainable AI needs to be made trustworthy by making AI-based
systems reliable, robust, and performant; more transparent through
explanation, documentation, and disclosure; fairer through inclusivity
and bias mitigation; accountable through explicit responsibilities and
recourse mechanisms; secure by security design and secure operation

Figure 5.
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and through data, privacy, and security protection; and ethically aligned
with the normative compass of society through value alignment.

By addressing these issues, sustainable AI can build and maintain trust
among users and stakeholders, fostering greater acceptance and the respon‐
sible adoption of AI.

2. AI for sustainability to accelerate sustainability in society through AI-
based solutions for a society’s natural, infrastructural, and political envi‐
ronment.

• AI-based solutions for the natural environment involve the application
of artificial intelligence technologies to monitor, manage, and protect
natural ecosystems through remote sensing and (extra-)terrestrial and
satellite imagery; image, sound, and pattern recognition; monitoring,
modelling, simulation, and forecasting; and optimisation of resource use.

• AI-based solutions for the technical environment include the intelligent
digitalisation of society’s infrastructure, making it more robust, reliable,
resilient, and secure through AI-based methods. These solutions also
encompass the development and operation of AI infrastructures for
industry, government, and the public, including data, computing, and
storage centres.

• AI-based solutions at the societal level include enhancing public welfare
and improving the quality of life in communities, using machine learn‐
ing, data analytics, natural language processing, and other AI methods to
address issues related to education, healthcare, public safety, governance,
and more.

By applying AI technologies in these areas, we can develop innovative
and effective solutions to further develop our democratic societies while
protecting nature and biodiversity for future generations by reducing the
impact of human activities on nature. Sustainable intelligence aims to cre‐
ate a symbiotic relationship between AI and sustainability, ensuring that
technological advances contribute positively to the environmental, social,
and economic dimensions of sustainability, while making AI development
processes themselves more sustainable.

The research agenda for sustainable intelligence is shown in Figure 5,
which highlights the highest-priority applications of AI and positions them
in relation to the three-by-three dimensions of sustainable intelligence. It
also highlights the fact that any AI-based solution in the public interest
should be resource-efficient and accessible to relevant stakeholders. The

Climate change and AI: A research agenda for sustainable intelligence

93
https://doi.org/10.5771/9783748947585, am 09.04.2025, 13:28:31
Open Access –  - https://www.nomos-elibrary.de/agb

https://doi.org/10.5771/9783748947585
https://creativecommons.org/licenses/by/4.0/
https://www.nomos-elibrary.de/agb


majority of AI-based solutions must also be trustworthy, especially those
that are societal AI solutions, as they interact within society with individ‐
uals, stakeholders, and interest groups. For simplicity’s sake, the various
AI-based solutions will not be detailed here. Instead, reference is made
to the research mentioned above for further reading. The added value of
the Research Agenda for Sustainable Intelligence lies in its multidimension‐
al, multidisciplinary, and transformative approach, which is important to
avoid siloed approaches to AI.

4. Conclusion

AI has and will continue to surpass human capabilities, enables novel solu‐
tions, and can be a socio-technical game changer in the transition towards
sustainability. As climate change is the most pressing grand challenge facing
humanity, and as digital solutions, especially AI-based systems, are at the
same time the fastest-growing large energy consumers worldwide, it is
important to engage in multidisciplinary, transformative research into the
wide range of concepts, approaches, and empirical evidence of sustainable
AI and AI for sustainability.

The concepts of sustainable AI and AI for sustainability collectively con‐
stitute sustainable intelligence. This term reflects the necessity to develop
AI in a manner that is both resource-efficient and accessible while also
ensuring that it is trustworthy. Furthermore, it encompasses the objective of
utilising AI to address environmental, infrastructural and societal sustain‐
ability challenges.

In order to facilitate the successful development of sustainable artificial
intelligence, it is essential that focused research adopts a multidisciplinary
and transformative approach, investigating the enablers, inhibitors, power
structures, and socio-technical basis for successful change towards sustain‐
ability. It is imperative that research be conducted to develop a compre‐
hensive and well-founded knowledge base regarding the most appropriate
technologies, designs, processes, and empirical models for facilitating a
sustainable transformation. Furthermore, research should be conducted to
gain a deeper understanding of the societal dynamics involved, including
an analysis of the potential barriers and conditions for success.
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Determinants of pro-environmental attitudes and behaviours in
the digital era: The case of workers in high-emitting industries in
Germany

Lubna Rashid, Jordana Composto, and Elke Weber

Abstract: Addressing the interconnected challenges of digital futures
and environmental pressures demands a deep understanding of human
decision-making and the factors that influence sustainable behavioural
change and adaptation. This study examines the drivers of pro-environ‐
mental attitudes (PEAs) and behaviours (PEBs) among workers in Ger‐
many in sectors with substantial environmental impacts, such as digital
technology, mobility, and manufacturing. We focus on this worker pop‐
ulation due to their critical role in shaping workplace values, visions,
and actions and the importance of establishing inclusive and thoughtful
workplace environments and structures that enhance their engagement
and wellbeing, given the tensions and expectations associated with their
line of work. Analyzing survey responses from 297 workers using linear
regression modelling, we find varying and nuanced impacts of personal
convictions, experiences, wellbeing, entrepreneurialism, and perceptions of
social norms and organizational support on PEAs and various PEBs. Our
results highlight the importance of purpose, leadership, emotional resili‐
ence, and inclusion in fostering a shift towards environmentally conscious
practices. This research aims to guide workers, managers, and policymakers
in the design of workplaces that promote, rather than hinder, ecological
sustainability.

Keywords: ecological sustainability, environmental psychology, emotional
and normative decision-making, behavioural change, workplace transform‐
ation, technology industry, purpose

1. Introduction

Amidst the rapid pace of technological advancements and the evolving
nature of work, the urgency of safeguarding the environment has never
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been greater, particularly in wealthy, industrialized nations with high levels
of resource consumption and a large share of global greenhouse gas emis‐
sions. While top-down, system-level approaches to environmental protec‐
tion, such as new policies, technologies, and business process designs,
are critical, they must be complemented by individual-level, bottom-up
transformations in behaviour. This is particularly pertinent with respect to
individuals working in key industries that significantly contribute to climate
change emissions yet are also responsible for producing the innovations
and technologies that could help mitigate long-term environmental harm. 

Workers are key drivers of change as initiators of intrapreneurship
and shapers of endogenous values at the organizational level (Lamm et
al., 2015). Furthermore, understanding workers' decision-making and be‐
haviour helps design support structures, workplace cultures, and leadership
approaches that foster inclusion, engagement, and wellbeing, especially
in high-pressure, rapidly evolving environments with high expectations
for performance and impact. Although awareness of environmental issues
is growing and workers are frequently exposed to climate change narrat‐
ives, this increased knowledge does not always translate into effective
pro-environmental decision-making or prioritization of ecological goals in
future-relevant industries (Grothmann et al., 2023; Lammers et al., 2022).
Evidence shows that, even in the presence of sufficient environmental
knowledge and belief in climate change, predictors of pro-environmental
attitudes (PEAs) and pro-environmental behaviours (PEBs) may differ
(Munro et al., 2023; Park & Lin, 2020; Rashid, 2022). This contributes
to the well-documented attitude-behaviour gap wherein PEAs do not fully
translate to PEBs (Fahy, 2005; Farjam et al., 2019; Kennedy et al., 2009).
Additionally, the blurring of boundaries between work and home life due
to the rise of remote and digital-based work designs necessitates an under‐
standing of PEA and PEB determinants in and across the private and
professional spheres.

Accordingly, this study utilizes a quantitative empirical design and an
online survey of workers in Germany to identify factors that shape their
PEAs and PEBs, inspired by a similar recent study in the US context (Com‐
posto et al., 2023). The present survey targets employees in industries that
are critical to the current global sustainability transition, namely, digital
technology, transportation and mobility, extraction, and manufacturing, as
well as engineering and environmental services. Understanding the unique
contextual factors that impact PEAs and PEBs in this particular setting
is crucial given the situational nature of decision-making predictors. This
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research also distinguishes between various types of PEBs – such as person‐
al habits and engagement with others on environmental issues – both at
home and in the workplace. Ultimately, we aim to specifically address the
following research question: What shapes the pro-environmental attitudes
and behaviours of workers in climate-relevant industries in Germany?

2. Research design and hypotheses

This study views worker decision-making processes and behavioural con‐
sequences from the perspective of Kahneman’s (2003) expanded Dual
Process Theory model and Weber and Lindemann’s (2007) Functional Tax‐
onomy of Decision Modes. Accordingly, human decision-making processes
fall under two systems, one that is calculative, reflective, and effortful,
requiring logical reasoning (System 2) and another that is intuitive, auto‐
matic, and effortless, highly driven by emotional experiences and social
norms (System 1). This means decisions are made using a variety of mental
processes, or “decision modes”: on the one hand, rationally and deliberately
(“with the head”); on the other hand, instinctively and emotions-driven
(“with the gut”) or by following rules (“by the book”) (Kahneman, 2013;
Weber & Lindemann, 2007). Emotions- and rule-driven decision-making is
less cognitively taxing and happens automatically and in parallel to rational
deliberation. When encouraged wisely, these two modes can encourage
pro-environmental decisions (Reeck et al., 2022) and potentially promote
positive spillover across decision contexts (Truelove et al., 2014).

With respect to environmental decisions, an understanding of person‐
al convictions and their interplay with experiences, states, traits, and per‐
ceptions that impact emotion-based and norm-guided decision-making is
central to deciphering behavioural outcomes (see Figure 1). Convictions
encompass an array of ideological, political, and spiritual beliefs, as well
as one’s sense of the purpose of work and life and moral standing. Beliefs
serve as foundational pillars in shaping an individual’s self-concept, aspir‐
ations, and corresponding role in society (Blaine et al., 1998; Chen &
Urminsky, 2019), including their position on environmental issues and con‐
sequent attitudes and behaviours (Maheshwari et al., 2024). Spiritual beliefs
and moral standards may shape environmental values as part of larger
philosophical views and existential significance. Political beliefs also reflect
an individual’s ideological orientation with respect to personal freedom and
collective responsibility, extending to environmental issues and influencing
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the degree to which environmental behavioural adaptation is seen as a
burden versus an obligation. Having a sense of purpose may motivate an
individual to behave in ways that fulfil that purpose. As such, convictions
such as spiritual beliefs, political activity and party identification, sense of
purpose, and moral engagement in environmental topics are expected to
directly impact PEAs and PEBs.

Hypothesis 1: Personal convictions predict pro-environmental attitudes and
behaviours.
Nevertheless, acting on those convictions involves complex decision-mak‐
ing pathways in which emotions and social norms play a significant role.
Therefore, even when an individual holds strong beliefs and values related
to environmental protection, their emotional state can significantly impact
their ability to act. Emotional wellbeing and personal experiences, particu‐
larly those involving extreme events, can influence the relationship between
personal convictions and attitudes and actions. Additionally, certain traits
may enhance emotional resilience in risky situations and further impact
this relationship. In the environmental context, personal experiences with
environmental calamities, such as extreme weather events, may strengthen
emotions-driven decision-making via affective and associative learning
pathways (Dai et al., 2015; Weber, 2010). Such experiences may also invoke
empathy and subsequent pro-social behaviours (Singer & Lamm, 2009).
Furthermore, heightened psychological wellbeing may enhance the resili‐
ence and self-efficacy needed to engage in new behaviours and cope with
environmental stressors (Rashid, 2022), while poor mental health may un‐
dermine an individual’s capacity to prioritize environmental concerns and
reduce engagement with ethical behaviour (Kouchaki & Desai, 2015). Addi‐
tionally, individuals with a strong entrepreneurial spirit may be more likely
to demonstrate increased emotional resilience and enhanced ability to take
risks, innovate, and instigate changes in attitude and behaviour against a
backdrop of ambiguity and uncertainty (Conz et al., 2023). Therefore, emo‐
tional decision-making facilitators such as experience with extreme weather
events (climate change experience), psychological wellbeing, and an entre‐
preneurial spirit are expected to activate System 1 of decision-making and
thereby influence the conviction-PEA and conviction-PEB relationship.
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Hypothesis 2: Emotional decision-making impacts the relationship between
personal convictions and pro-environmental attitudes and behaviours.
Furthermore, a person's perception of their social milieu highly influences
their own environmental attitudes and behaviours (Caggiano et al., 2023;
Constantino et al., 2022). Social norms dictate which attitudes and behaviours
are more appropriate and acceptable within a particular context, and indi‐
viduals frequently and unknowingly engage in behavioural mimicry, uncon‐
sciously adopting the actions of those around them. When individuals ob‐
serve that their colleagues or peers are engaging in specific PEBs, they are
more likely to perceive these behaviours as socially desirable, creating social
pressure to conform to the behaviours to avoid disapproval and maintain
social harmony (Chung & Rimal, 2016). This may reinforce and normalize the
adoption of PEBs within a social group, producing a cascading effect where
more individuals are motivated to align their own actions with perceived
social norms. Similarly, when employees perceive their organization as au‐
thentically contributing to environmental sustainability, they may be more
likely  to  internalize  these  values  as  a  form of  normative  alignment  and
organizational identification (Servaes et al., 2022). Furthermore, organiza‐
tional guidance and inspiration through committed leadership and the recog‐
nition of environmentally responsible behaviours may motivate employees to
take ownership of their role in environmental stewardship. Hence, the ob‐
served social norms of peers (friends and family/colleagues) and perceived
organizational purpose are expected to activate System 1 of decision-making
and thereby influence the conviction-PEA and conviction-PEB relationship.

Hypothesis 3: Normative decision-making impacts the relationship between
personal convictions and pro-environmental attitudes and behaviours.
While our study measures PEA using a single index, we measure PEBs using
three indices: PEB-Personal Habits is concerned with daily activities, such as
eating habits and mobility choices, that primarily concern the individual;
PEB-Engagement at Home relates to the individual’s engagement and ex‐
change with others in their private lives; PEB-Engagement at Work concerns
the individual’s engagement and exchange with others in their professional
setting. All variables are detailed in Appendix 1.
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Research question and conceptual model.

3. Methods

A total of 297 workers in Germany participated in this study. Data collection
took place in January 2024 using an approximately 20-minute survey. Al‐
though most survey items were based on existing validated measures, some
measures were created for the purpose of this study (see Appendix 1). The
survey was made available in both the English and German languages, and
both versions were tested by several individuals for length, language, and
understanding by native English and German speakers prior to formal data
collection.  The survey  was  programmed using Qualtrics  software.  Parti‐
cipants were recruited via the online panel provider Prolific, ensuring di‐
versity across industries that are critical to the global (and local) climate
transition. This includes technology (e.g. software development and hard‐
ware), transportation and mobility (e.g. automotive, aviation, and logistics),
extraction and manufacturing (e.g. construction and energy), engineering
(e.g. electrical installations), and environmental services. Participants' demo‐
graphic information, including age, gender, ethnicity, educational level, and
job role were collected to ensure sample representativeness and use as control
variables. The survey and recruitment materials were reviewed and approved

Figure 1:
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by the ethics review boards of both Princeton University and the Technische
Universität Berlin.

Pearson correlation tests were performed to delineate the relationships
between all tested variables except the control variables (see Appendix 2).
Analysis  of  variance  (independent  sample  t-test)  was  performed  to  test
whether PEAs and PEBs significantly differ between workers operating in
different industries and work modes, and linear regression modelling was
then employed using SPSS software to test the conceptual model.

4. Results

The  sample  is  predominantly  male  (78.1%),  the  average  age  is  32  years
(Standard Deviation = 8.5), 34 respondents (11.4%) identify as black, indigen‐
ous or people of colour (BIPoC), and 203 respondents are university-edu‐
cated (68.4%). Among the participants, 232 reported working either com‐
pletely remotely or in a hybrid format (78.1%). Industries represented include
technology (55.6%  of  the sample),  transportation,  logistics,  and mobility
(24.2%), extractive industries such as energy, utilities, construction, manufac‐
turing, and agriculture (16.8%), engineering, carpentry, and electrical install‐
ations (14.8%), and chemicals, plastics, and environmental services (5.4%).

The results of the ANOVA tests identify some differences between workers
in the technology industry compared to other workers, as well as between
workers who at least sometimes work from the office versus those who work
completely remotely. Comparing the technology industry to non-technology
industries reveals no significant differences in PEA and PEBs between work‐
ers except with respect to PEB-Personal Habits. In this respect, workers in the
technology industry appear to demonstrate significantly higher PEB-Personal
Habits compared to those who do not work in technology (one-sided p=0.016).
Comparing remote workers to others,  we find that remote workers have
significantly less PEB-Engagement at Work (one-sided p=0.030), although no
significant  differences  are  observed  regarding  the  remaining  dependent
variables.

Regression modelling was performed on the entire sample. No multicollin‐
earity is detected in the regression models, and the Cronbach alpha measures
of scale validity ranged between 0.6  and 0.9  for all  variables.  The linear
regression modelling results indicate clear differences between predictors of
PEA and various types of PEB; these are detailed in Tables 1–4. Significant
predictors of higher PEA include older age, BIPoC identification, affiliation
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with left-leaning political parties, a strong sense of purpose, and higher moral
engagement with environmental issues. Positive perception of environmental
behaviour among friends, family members, and coworkers has a moderating
effect on political activity, whereas being less politically active significantly
predicts PEA only in the presence of the positive perception of those norms. A
negative perception of organizational authenticity, a dimension of organiza‐
tional purpose, appears to significantly predict PEA.

The results look quite different with respect to predicting PEB-Personal
Habits. Greater PEB-Personal Habits are significantly predicted by not work‐
ing in a leadership position. All independent variables exhibit significance,
with spirituality showing a negative association with personal habits and
political activity exhibiting a positive association, contrary to PEA results.
Notably, the negative perception of organizational authenticity is a significant
predictor, similarly to the PEA case. Climate change experience, which does
not significantly predict PEA, has a significant moderator effect on both
political activity and beliefs while perceptions of the behaviour of friends and
family moderates the relationship between spiritual as well as political beliefs
and PEB-Personal Habits.

Whereas having no leadership role at work significantly relates to PEB-
Personal Habits, the opposite is true for PEB-Engagement at Home. Mean‐
while, demographic variables generally seem to have no significant predictive
power in the context of PEB-Engagement at Work. Higher education levels
positively relate to both PEB-Engagement at Home and PEB-Engagement at
Work, while identifying with the female gender only predicts PEB-Engage‐
ment at Home. Both at home and at work, purpose is the only significant
predictor from the tested independent variables across all models. All other
variables related to conviction appear insignificant in predicting PEB.

Zooming in on the moderator variables, greater PEB-Engagement at Home
and PEB-Engagement at Work are both significantly predicted by experience
with extreme weather events, psychological health, and an entrepreneurial
spirit. There is no significant moderation effect on the independent variables
in the case of PEB-Engagement at Work. The positive impact of belonging to a
left-leaning political party on PEB-Engagement at Home is only apparent
when accounting for entrepreneurial spirit or psychological health, although
these  effects  are  not  seen  in  the  workplace.  The  positive  perception  of
organizational inspiration, which is also a dimension of organizational pur‐
pose, predicts PEB-Engagement at Work. Neither norm perception variable
significantly predicts work or home PEB.
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5. Discussion

This study distinguishes the demographic, individual, and social predictors
of PEAs and PEBs in a sample of workers in traditionally high-emitting,
climate-key industries in Germany, most of whom work in the technology
sector. The study’s findings reveal interesting patterns regarding convic‐
tions and their relationship with environmental attitudes and behaviours
while providing evidence for the vital role of emotions and social norms in
environmental decision-making.

Workers identifying with left-leaning political parties and exhibiting
higher moral engagement with environmental issues demonstrated stronger
environmental attitudes, which aligns with the observations of previous
studies (Currie & Choma, 2018). However, these convictions did not neces‐
sarily translate into PEBs, potentially attributable to a reluctance to discuss
these topics at work, perhaps due to pluralistic ignorance (Geiger & Swim,
2016; Sparkman et al., 2022), where individuals underestimate the extent
to which others share their views. A related finding is that having spiritual
or religious beliefs relates negatively to environmental habits, contradicting
findings in other contexts such as China (Li et al., 2023) and Malaysia
(Abdullah & Keshminder, 2020). This might be due to a preference for
adhering to familiar, norm-conforming habits rather than adopting changes
that might challenge (conservative) values.

Notably, having a higher sense of purpose, which involves embracing
pro-social, community-oriented, and altruistic values, emerged as a signi‐
ficant predictor for all dependent variables. This suggests that – irrespective
of political and spiritual beliefs – an intrinsic altruistic drive and passion for
making a positive impact on the world may be a most critical determinant
of sustainable behaviours with regards to personal convictions. This under‐
scores the importance of fostering a sense of purpose and altruism to pro‐
mote pro-environmental actions across the entire spectrum of ideological
perspectives and might also suggest that having a sense of purpose does
not necessarily intertwine with religious or spiritual beliefs, as previously
expected (Oishi & Diener, 2013). Given the young sample in this study
(average age = 32), this potentially provides evidence for the contextual and
generational views of purpose and spirituality; however, further research is
needed in this regard.

The study found that personal experience with climate change was a
strong predictor of the PEBs examined. This suggests that direct exposure
to the impacts of climate change may play a crucial role in motivating
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individuals to adopt more sustainable behaviours, confirming findings
from previous research (Broomell et al., 2015; Constantino et al., 2022).
This implies that simulating future impacts of environmental issues in
a personal and tangible manner, such as through engaging storytelling
about a beloved city's future under climate change (e.g. Staud & Reimer,
2021) – could bolster PEBs by activating emotions-driven decision-making
processes. Also in-line with our expectations, higher levels of psychological
wellbeing and entrepreneurial spirit were found to promote engagement
with others on environmental topics, both at home and in the workplace,
indicating that emotional resilience and an innovative mindset might be
essential for fostering proactive environmental collaboration.

Interestingly, the relationship between political ideology and environ‐
mental engagement at home was moderated by psychological wellbeing and
entrepreneurial spirit. This finding suggests that these personal attributes
may influence how political beliefs translate into action in the domestic
sphere. It is possible that those individuals are better equipped to navigate
potential ideological differences and identify creative and collaborative
solutions to environmental challenges within their households. Further
research could help clarify the specific mechanisms underlying these rela‐
tionships and their implications.

The study’s findings also provide intriguing insights into the role of
the perception of social norms in shaping PEAs and PEBs. Perception of
friends and family as well as colleagues’ environmental behaviour signific‐
antly relates to an individual’s PEA. Also, the perception of the behaviour
of friends and family members was found to moderate the relationship
between spiritual and political beliefs and PEB-Personal Habits. This sug‐
gests that individuals may prioritize the perceived expectations of their
close social circles over their personal convictions when adopting particular
lifestyle practices. Surprisingly, the perception of the behaviour of friends,
family, and colleagues did not significantly relate to PEB engagement
neither at home nor at work. This finding indicates that social norms
might not always play a significant role in motivating environmental action,
warranting context-specific behavioural norm interventions (Constantino
et al., 2021).

Unexpectedly, negative perceptions of organizational authenticity were
associated with higher PEAs and PEB-Habits. This could imply that indi‐
viduals attempt to compensate for their organization’s perceived shortcom‐
ings in their private lives without feeling secure enough to engage with
others on these matters. The findings also signal the ambiguous contribu‐
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tion of organizational authenticity to PEB (Lopes et al., 2023). On the other
hand, an inspiring work environment embodying a higher cause seems to
motivate workers to engage with environmental initiatives in the workplace,
perhaps due to the expectation of being rewarded for such actions. How‐
ever, this positive perception of organizational inspiration did not relate to
PEA, PEB-Personal Habits, or PEB-Engagement at Home, suggesting the
distinct role of organizational culture in shaping environmentally focused
behaviour within professional settings (Robertson & Barling, 2013).

Our results also indicate that being a BIPoC individual significantly
predicts PEA when accounting for all variables in the study (Models 1–8 in
Table 1), while the impact of being a BIPoC on PEB at home and at work
is less prominent. This may suggest that BIPoC individuals feel hesitant
to express or act upon their pro-environmental views. Explanations could
be feelings of exclusion or “invisibility” in the workplace (see Buchanan
& Settles, 2019), potentially fuelled by the rise in cases of racism and is‐
lamophobia in Germany particularly since October 2023 (Deutsche Welle,
2024a, 2024b). This provides evidence for the importance of creating safe
spaces and authentic inclusion and empowerment of workers across ethnic
backgrounds to truly enhance sustainability. However, further research is
needed to explain this finding. Additionally, older age was associated with
stronger PEAs, but given the relatively young average sample age, this
finding should be interpreted with caution.

Higher education levels were linked to increased PEB both at home and
at work but not necessarily with stronger PEA or PEB-Personal Habits.
This could be attributable to the confidence that higher education provides,
empowering individuals to motivate others to adopt environmentally
friendly practices. Furthermore, those in professional leadership positions
were found to engage with others both at home and work, but having
a leadership position was negatively associated with practising personal
environmental habits. This may suggest a tendency towards intellectual
virtue signalling (Levy, 2023), particularly among leaders and also those
with a higher education level, but further research is needed to explain this
finding. It may also be that leaders perceive engagement with sustainability
and environmental issues to be a popular trend or a social expectation,
prompting them to advocate for it without necessarily internalizing the
importance of practising sustainable behaviours in their own lives.

Finally, we find that working in the technology sector might be linked
to more environmentally friendly personal habits than employment in non-
tech industries. This could be due to the workplace location flexibility that
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tech jobs often offer. Working from home, which may be more common in
such fields, can reduce the need for daily commuting or enable workers to
have more control over their dietary choices. It may also be due to selection
bias regarding the type of workers that join the tech industry. This possib‐
ility needs further explanation, appearing to conflict with recent research
suggesting that technology company leaders in Germany might be less
environmentally inclined than their counterparts in other industries (Lam‐
mers et al., 2022). Meanwhile, our results also show that working solely
remotely appears to have a significant and negative impact on PEB with
respect to workplace engagement. This could be due to the reduced work‐
place embeddedness and sense of organizational belonging experienced by
online workers, which diminishes the motivation or ability to engage in
shaping organizational values or investing in workplace awareness activities
and community initiatives.

6. Conclusion

Purpose, understood as striving to make the world a better place through
one’s work, is the unifying predictor of PEAs and PEBs across home and
work domains. Workers increasingly seek mission-driven organizations;
combined with the rapid digital transition across all work domains, this will
inevitably impact technology-based work. Our study offers novel insights
into the environmentally impactful attitudes and behaviours of workers in
Germany mainly operating in the technology sector. Addressing climate
change undoubtedly requires that organizations make immense and fast
changes. Workers are a crucial part of achieving that change and operation‐
alizing new plans, products, and services. The unifying role of purpose
suggests that organizations should adopt an environmental mission and
that workers are, already, finding outlets for PEB at work and at home,
with tech workers appearing more willing or able than others to embrace
pro-environmental habits.

Furthermore, cultivating a work environment that supports emotional
resilience, personal growth, and work-life balance can positively influence
both employee wellbeing and environmental sustainability, while empower‐
ing underrepresented minorities to share their voice may foster inclusive
change. Leaders should not only actively foster a purposeful, wellbeing-
promoting, and inclusive workplace but be open to learning from team
members about environmental habits. In uncertain, increasingly digital fu‐
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tures, the importance of these initiatives is amplified as technology reshapes
the nature of work and introduces new challenges. Embracing digital tools
and practices while maintaining a focus on purpose, wellbeing, and inclus‐
ivity will be crucial to thriving in this evolving landscape, ensuring that
workers remain resilient and adaptive in the face of uncertainty while being
part of the solution rather than the problem with respect to environmental
sustainability.

Our study features some noteworthy limitations. First, because data
collection was based on self-reported survey responses, subjectivity in re‐
sponses and social desirability bias may be inevitable. Second, the data
and analyses are correlational and cannot provide evidence about causal
relationships between measured variables. Furthermore, the analyses are
based on a relatively small sample of workers who were all recruited using
a single platform. This may have consequences for the representativeness of
the sample and, therefore, the generalizability of our results.
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Uncertain futures of work: The perception of generative AI in
knowledge professions

Florian Butollo, Jennifer Haase, Ann-Kathrin Katzinski, and Anne K. Krüger

Abstract: The application of generative AI (GenAI) tools has led to wide‐
spread speculation about the implications of technological change for the
future of cognitive work. This article provides insights on how the use of
GenAI affects work practices in the fields of IT programming, science and
coaching based on expert interviews and a quantitative survey among users
of GenAI. Specifically, we ask about perceptions on skills, creativity, and
authenticity, which we regard as key qualities of cognitive work. Contrary
to widespread expectations that AI use would hollow out or substitute
aspects of cognitive work, we find that there is a strong awareness for the
meaning of the professional core in each field. We conclude that the use
of AI provokes reflections about the meaning of human work in operating
AI tools adequately and taking on responsibility for their results, thereby
rather reinforcing its relevance.

Keywords: artificial intelligence, cognitive work, digitalization, skills, cre‐
ativity, authenticity

1. Introduction

Rapid progress in the development of AI systems has – once again –
inspired speculations about the future of work. Unlike in prior periods of
rapid automation, however, uncertainties and concerns about the impact of
technology do not concern repetitive tasks of manual labour but knowledge
work (Brynjolfsson et al., 2023; Dell’Acqua et al., 2023). Seemingly, the
predictions in the much-acclaimed book The second machine age (2014)
are becoming real. In this book, Eric Brynjolfsson and Andrew McAfee
argue that AI technologies will have an impact on cognitive fields of work
comparable to the effect of industrial automation on blue-collar work. As in
similar texts, the perspective is one of a ‘race against the machine’, the title
of another work by the same authors (Brynjolfsson & McAfee, 2012; see
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also Acemoglu & Restrepo, 2018), to avoid the substitution of human work
by technology.

Only ten years ago, such statements very much seemed to address a
distant future; now, they appear to become true in the present with the
advent of generative AI (genAI), an incarnation of AI that progresses into
fields that were thought to be the realm of human action. By writing
poems, creating graphics, or composing music, it seems to possess skills
that surpass those of many humans; genAI also seems to possess creativity
in recombining and readjusting information, and the results appear to be
authentic in the sense that it is hard to judge whether they result from
human or artificial intelligence.

The presentation of ChatGPT by Open.AI was aptly described as the
‘iPhone moment’ of AI by the CEO of the chip producer Nvidia due to the
degree of public attention it attracted and the extraordinarily high pace by
which it was picked up by consumers. A new practical dimension began
to enter the hitherto rather speculative discourse about AI, as millions of
users began to experiment with ChatGPT and shared their experiences
through social media, including ridiculous failures but also astonishing
accomplishments of so far unprecedented capabilities.

Yet, even though everyone can now try and experiment with ChatGPT,
we still do not have a more empirically grounded debate. On the contrary,
it seems that expectations and speculations are rising to new peaks with the
public excitement that follows each release of a new genAI application. On
the one hand, much of the discussion follows the established patterns of a
race between humans and machines. A study by Goldman Sachs projects
a ‘significant disruption’ of labour markets and calculates that up to one-
quarter of all jobs might be substituted through genAI-based automation
(Hatzius et al., 2023). Another study that looks at the susceptibility of work
tasks through genAI estimates that up to 49% of jobs contain tasks that
could be taken over by genAI. The authors argue that genAI appears ‘to
be particularly impactful for highly-educated and highly-paid workers’ and
make policy suggestions about how to mitigate disruptive effects on the
labour market (Felten et al., 2023). Here, genAI once again appears to be
a job killer, but this time on steroids, endangering knowledge-intensive
professions.

On the other hand, studies also predict job growth and discuss the
potential of the ‘augmentation’ of human work through genAI. A study
on the use of ChatGPT in mid-level professional writing tasks finds an
increase in work productivity and a decrease in inequality among workers
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as ChatGPT benefits ‘low-ability workers’ more (Noy & Chang, 2023). A
similar experimental investigation on the impact of ChatGPT in the field
of customer support work similarly concludes that there is a significant
improvement for novice and low-skilled workers but a minimal impact on
experienced and highly skilled workers (Brynjolfsson et al., 2023).

While such studies help us formulate some hypotheses on the impact of
genAI in the workplace, their empirical scope remains limited. Systematic
research about the actual impact of genAI on professions is still in its infan‐
cy. In this chapter, we set out to explore how genAI is currently perceived
and used in knowledge work. Focusing on professional skills, creativity,
and authenticity as crucial aspects of knowledge work, we ask how genAI
might change its professional core. Based on qualitative expert interviews
and a quantitative survey, we investigate the perception and use of genAI
in three fields of knowledge work that are likely to be particularly exposed:
academic work in science, IT programming in industry, and the coaching
sector.

Our results belie the expectation that human expertise and skills lose
importance. Our study rather shows the contrary: debates and experiences
with genAI help to sharpen and value the core of the professional identity.
The debate on genAI thus helps people working in the respective sectors
to see more clearly what constitutes the core of their profession (1) in
terms of the skills needed not only to accomplish work tasks but also in
designing tasks and the projects behind them, (2) in terms of creativity
understood as original approaches to task fulfilment, and (3) in terms of
authenticity, which highlights the need for the explicability of tasks and
responsibility for results. Our study thus also highlights that professions
consist of more than an addition of single work tasks. They contain experi‐
ential and tacit knowledge about how to frame, prepare, and interpret steps
that are difficult for machines to replicate. However, there are also concerns
among the interview partners that professions could be hollowed out and
that the quality of products and services could deteriorate as automated
‘good-enough-versions’ of the former offers become commonplace.

The remainder of this contribution is structured as follows: in the next
section, we briefly introduce a framework by which we approach the rela‐
tionship between humans and genAI that connects insights from critical
informatics with theoretical perspective, emphasising the complementarity
between technology and (human work). In section 3, we present the meth‐
ods for gathering and analysing our data. In section 4, we consecutively
present the results from the fields of science, IT programming, and coach‐
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ing. In the last section, we discuss the results comparatively and draw
conclusions to understand the impact of genAI on knowledge work.

2. Research framework

In approaching the impact of genAI on knowledge work in the workplace,
we connected two theoretical threads that caution against oversimplified
expectations about the substitution of work through technology. The first
are perspectives of critical computer science as pioneered by Joseph
Weizenbaum and further developed by academics like Wolfgang Coy,
Robert Kling, Katharina Zweig, and Gary Marcus. Weizenbaum was a
protagonist of AI research in the 1960s–1980s. As a professor at MIT, he
invented ELIZA, one of the first chatbots. At the same time, however, he
was an outspoken critic of exaggerated expectations about AI and cautioned
that society needed to set goals for and boundaries of technological devel‐
opment, in particular with regard to automated weapon systems. He was
especially critical of the anthropomorphisation of technology that resulted
in the term ‘artificial intelligence’. In his seminal work Computer power
and human reason (1976), Weizenbaum criticised the term AI because of
its inherent analogy to human intelligence. Human intelligence, he argued,
was categorically different to automated calculations: AI surpasses human
intelligence in many aspects, but it lacks the intuitiveness, context-sensi‐
tivity, and reflectivity of human reasoning, among other deficits. While
Weizenbaum was fascinated by the progress in AI research and, in fact, was
one of its protagonists, he warned that the power of AI systems must not be
overestimated and recognised a strong tendency in society to do so.

The work of Weizenbaum and other critical computer scientists (e.g. Coy
& Bonsiepen, 1989; Marcus & Davis, 2019) thus intersect with a second
stream of literature that we build upon. These contributions highlight the
complementarity of artificial and human intelligence and the potential
that AI can be used to augment human decision-making (Daugherty &
Wilson, 2018; Davenport, 2018; Ramge, 2020). Decision-making from this
perspective comprises various functions that involve data collection, analy‐
sis, and interpretation. Machines can be instrumental in supporting these
functions and, indeed, open up unseen possibilities to provide the basis
for more informed decisions. It remains the role of humans, however,
to dynamically contextualise and interpret the respective material, which
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requires domain-specific and experiential knowledge that is often hard to
codify.

These insights about the differences between artificial and human intelli‐
gence, as well as the possibilities for their interaction and the augmentation
of human intelligence, are important cornerstones for the analysis of the
use of genAI in knowledge work. From this brief discussion, we summarise
the following aspects for our empirical analysis:

1. genAI should not be equated with human intelligence. Even if its results
are fascinatingly similar to human communication, there is an epistemo‐
logical abyss between AI and human reasoning. We, therefore, ask less
about what human functions can be replicated and more about differ‐
ences and possible complementarities.

2. How work changes through the use of genAI depends on the new ways
by which human actors learn to use the tools at their disposal. Our
research tackles questions of social innovation in the respective occupa‐
tional fields and is particularly interested in the experimental mode by
which actors identify new possibilities to fulfil tasks.

We are convinced that this perspective is particularly well-suited to analyse
the specifics of genAI. While the above statements remain valid for many
conventional automation technologies, the characteristic of genAI, and es‐
pecially genAI chatbots, lies in the dialogical way in which their potential
unfolds. We are not talking about a static set of machinery or algorithms
that can be isolated and measured in its capabilities, but about a technology
that evolves in interaction with human activity. For example, questions of
skills, creativity, and authenticity are of particularly high relevance for the
evolution of genAI, and the quality of its results most importantly lies in the
prompts by which human actors operate it and the sensemaking needed to
deal with its results.

3. Methods

Our main research question asks about the perception of genAI among em‐
ployees in the field of knowledge work. In particular, we wanted to find out
how they perceive (a) the impact on skills in terms of obsolete skills and
newly emerging skills, (b) the relationship between genAI and creativity,
and (c) the role and perception of authenticity with regard to the use of
genAI. These terms were identified with a view to the theoretical discussion
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on the complementarity between human and artificial intelligence referred
to above and public debates on the impact of genAI that particularly high‐
lights issues of skills, creativity, and authenticity as particularly relevant.

In the context of this study, we limit our investigation to genAI systems
that operate on the basis of large language models and provide the genera‐
tion of written language. We selected three occupational fields in order to
investigate these issues. These were supposed to represent relevant fields
of knowledge work in which the application of genAI is imminent and in
which we assume that the issues of (re)skilling, creativity, and authenticity
matter. Based on the observation of public discourses on these matters in
Germany and prior research experiences, we chose the fields of science,
IT programming, and coaching for our study and used a mixed methods
approach.

The qualitative survey consists of 14 expert interviews that we initiated
in March of 2023, from which we derived insights that provided the basis
for a broader investigation through a quantitative study that was conducted
in December 2023. The qualitative study used inductive sampling following
the snowball principle and aimed to provide detailed insights into the rea‐
soning of employees in the surveyed professions about genAI. We also were
able to reconstruct the manner and the current state of implementation in
each field through qualitative data collection.

For the qualitative part of the analysis, we selected a sample of represen‐
tatives of professional associations and other experts who possess insights
about the general reception of genAI applications in their occupational
field. We also contacted employees who used genAI in their work routine
and thus were able to report about their experiences in working with genAI.
We selected the interview partners according to the degree to which an or‐
ganisation could be regarded as representing the perspectives of employees
of a professional group and the ability of representatives to comment on
the use of genAI in their field. In total, we conducted 14 semi-structured
interviews that lasted between 60 and 90 minutes between May 2023 and
March 2024. Questions were asked about their usage of genAI tools and
perceived uptake of such tools in their occupational field, how such tool use
changes work experiences and work outputs, and related queries.

The audio recordings of these conversations were transcribed and anal‐
ysed using qualitative content analysis. As two coders, we worked iteratively
and chose a deductive-inductive method of coding that departed from
the three main categories ‘skills’, ‘creativity’, and ‘authenticity’ to which
we added subcategories that were derived from the interview material.
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The results were summarised and condensed to summaries for each main
category in each sector and analysed comparatively.

The quantitative online survey (with different people) provides a
broader perspective on the usage and perceptions of a greater number
of employees and solidifies some of the assumptions that were developed
in the qualitative analysis. The study also contained an experiment in a
methods seminar at Humboldt University in Berlin that will constitute a
third source of data. However, this data is currently being evaluated and has
not been incorporated into this study.

To explore the perceptions of ChatGPT's impact across three distinct
domains – coaching, IT, and science – we conducted three parallel yet
separate studies. Participants were recruited through Prolific, specifically
targeting individuals from the United States and Europe who regularly
(and weekly) use AI technologies. To ensure relevance and expertise in
each domain, we employed prescreeners tailored to each field: for IT, we re‐
quired experience in computer programming, familiarity with various pro‐
gramming languages, and knowledge of software development techniques;
for coaching, we sought individuals in roles such as consultant, coach,
therapist, personal trainer, or well-being counsellor; and for science, we
focused on those with a research function in their employment.

Across all studies, participants were compensated at a rate of £12 per
hour. Initially, 385 individuals were recruited. However, participants who
reported non-active use of ChatGPT were excluded from further analysis to
maintain a focus on individuals with current and relevant experiences with
it. This criterion led to a final participant pool distributed across the three
domains as follows: 105 in IT, with 25.7% female, a mean age of 31.32 (SD
= 10.35), and notable usage patterns of ChatGPT 3.5 (60%), and version
4 (40%); 120 in coaching, with 46.7% female, a mean age of 34.26 (SD =
10.22), and a preference for ChatGPT 3.5 (70%) over version 4 (30%); and
106 in science, with 54.7% female, a mean age of 30.15 (SD = 5.79), with
73% using ChatGPT 3.5 and 27% using version 4.

Participants came from diverse educational backgrounds, spanning all
levels of education, which added a wide variety of perspectives to our
analysis. The study aimed to assess their perceptions of the impact of
ChatGPT on creativity, skills, and authenticity within their respective fields
(compare Figures 1–3 for the precise items). This assessment was created
for the purpose of this study and carried out using items rated on a 5-point
Likert scale, the results of which are detailed in Figures 1–3, provided in the
results section.
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4. Findings: Skills, creativity, and authenticity

a) The case of science

The advent of ChatGPT and other genAI tools has generated much debate
among researchers and research managers, editors and publishers, and
funders. They discuss how the use of genAI might affect the quality of
research and its evaluation, the publication and grant application system,
and how it might introduce potential biases and inequalities in terms of re‐
search content, but also in terms of which research organisations are willing
and able to pay for genAI tools. While people recognise the opportunities
and possibilities for improving and speeding up the research process, the
communication of results, and applications for further funding, people also
fear a ‘vicious circle’ of genAI producing publications and grant proposals,
which are then evaluated by genAI with fundamental effects on scientific
knowledge production.

In the following, we discuss the results of our expert interviews focusing
on (1) the (un)learning of old and new skills and expertise, (2) creativity as
a central prerequisite of originality and innovation in scientific knowledge
production, and (3) authenticity as the critical aspect for authorship in
terms of taking responsibility for results, granting originality, and questions
of intellectual property rights. These three topics present critical aspects
of the ongoing technological developments and the debate on genAI in
science.

aa) Skills

The debate on how genAI changes the social practices of doing science in
terms of the (un)learning of skills and the gain or loss of expertise centres
on two crucial topics: First, our interviewees discuss what skills are needed
to properly use genAI as a tool to support research work. They address
skills such as prompt engineering, the critical assessment of genAI results,
and the need to understand how genAI works to know about its limitations
(such as hallucinations). In the interviews, people also address the question
of how to cope with the rapid development of new genAI tools. They
highlight the need for constant adaptation to this development – either
for using genAI or for regulating it – and indicate speed and permanent
flexibility as other main aspects in terms of new skills for using genAI (see
also Figure 1).
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Comparative assessment of the perceived impact of ChatGPT on
skill enhancement across coaching, information technology, and
science domains

Taking all of this into account, they agree that genAI can help with
analysing data in the research process and writing text. Nonetheless, the
role of genAI in science is also regarded as differing between disciplines.
While putting results into text might be considered a task which can be
easily standardised and therefore automatised in the natural sciences, in the
humanities and social sciences, the production of text is understood as an
integral part of the research process and the produced text is considered
to be the actual result. Some interviewees fear that the use of genAI as
a tool to speed up the writing process could even lead to a dominance
of disciplines more adaptive to integrating genAI over other disciplines,
which then might fall behind, in particular, in producing grant proposals
but also publications as the dominant currency in science to attain positive
evaluations and funding.

Second, however, our interviewees also address the question of the limits
of genAI and the limits of the use of genAI beyond the mere question

Figure 1.
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of its capabilities. They ask what kind of scientific work can actually be
automatised and which work should still be done by human experts. Some
interviewees differentiate between standard tasks in text production and
data analysis and tasks that require human sensemaking. The latter are
regarded to be the sensemaking processes that guide the production of text
and the analysis of data but also comprise the checking, weighing, and
evaluation of results. Most of all, they argue that only humans can take
responsibility for scientific results. They also highlight that it is necessary to
grant the reproducibility and transparency of results, which limits the use
of genAI to tasks where humans are able to understand on which grounds
genAI is actually doing what it does. Yet, some people also question the use
of genAI for standard tasks. They highlight instead that even if genAI can
do standard tasks such as writing an abstract or doing a literature review, it
is still necessary that scientists have the skills to do it in order to be able to
judge the results of genAI.

This process leads to a new skill, which one interviewee addressed as
being most urgently needed. It is described as the competence to ‘manage’
the use of genAI. This does not only include the question of who decides
upon which software is bought and worked with at a research organisation
but also who manages the possibilities for using genAI. As the capabilities
of genAI and the possibilities of tasks for which to use genAI are rapidly
increasing, this relates to questions of who decides upon rules for good
scientific practice when working with genAI.

bb) Creativity

The interviews and the survey also address the question of how the notion
of creativity in science might change through the use of genAI (see Figure
2). Understanding creativity as innovative and original and thus at the
core of scientific practice, people discuss how far genAI can contribute to
this creative process, particularly as genAI can already be used to develop
research questions and review papers and proposals. A central insight from
our interviews is that people recognise the capacity of genAI to discuss new
ideas. However, they still regard the production of new research questions
combined with its methodological operationalisation as unique to humans
because of their capacity to meaningfully explain why something is innova‐
tive and original beyond statistical probabilities.

For the humanities and social sciences, the writing process is also consid‐
ered a crucial element of the creative process that cannot be substituted
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by genAI. In the social and natural sciences, which apply quantitative meth‐
ods, this is also discussed for the analysis of data. Beyond statistical calcula‐
tions, which are done by using genAI – for instance, in pattern recognition
software, data analysis is recognised as a creative process that needs original
thought to raise innovative research questions, to operationalise them, and
to discuss the results in an innovative way.

Comparative assessment of the perceived impact of ChatGPT on
creativity across the coaching, information technology, and science
domains

Creativity, however, is seen as crucial not only to the research process but
also to reviewing and evaluating papers and grant proposals. Some of the
interviewees argue that only humans are capable of judging scientific origi‐
nality and novelty because this kind of judgement also draws on original
thinking and the ability to critically reflect on what constitutes an original
innovation beyond a mere recombination of existing ideas. Yet, creativity is
also understood in terms of being creative when using genAI. Looking for
the best prompts to achieve the best results is becoming recognised as part
of the creativity needed to do good science.

Figure 2.
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cc) Authenticity

Authenticity, understood as a question of authorship, is a topic of central
concern to all interviewees and was also part of the survey (see Figure
3). It is, on the one hand, discussed as a legal question in terms of good
scientific practice in producing scientific results and evaluating research.
Furthermore, people discuss whether genAI is a tool to assist people or if
it can be regarded as a ‘collaborator’ with its own ideas. Central to this
dilemma is the question of what happens to the reliability of scientific
results as the crucial source for the legitimacy of science when genAI is
used in an increasing number of ways during the research process. In any
case, people agree that genAI cannot take responsibility for the results it
produces, meaning it cannot attain the status of an author. Nonetheless,
people also agree that the use of genAI should always be mentioned while
being aware of the different degrees of involvement of genAI in the research
process, from summarising existing literature to coming up with new re‐
search questions.

Comparative assessment of the perceived impact of ChatGPT
on authenticity across the coaching, information technology, and
science domains

Drawing on the aforementioned understanding of sensemaking and creativ‐
ity as explicitly human capacities, the need for authenticity is understood as

Figure 3.
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core to novelty and originality and thus to the reliability and legitimacy of
scientific results, which must not be challenged by using genAI.

b) The case of coaching

In the evolving coaching landscape, the introduction of genAI (genAI)
tools has sparked considerable discussion regarding their applicability and
utility within the field. While there is an acknowledgement of the potential
benefits that genAI can offer, the overall sentiment among coaching pro‐
fessionals reveals a cautious perspective. This apprehension stems from a
clear recognition of the inherent limitations of current genAI technologies
when applied to the core processes of coaching, which are deeply rooted in
human interaction, empathy, and understanding. Coaching is a structured
process to enhance an individual’s personal or professional development
through tailored guidance, support, and empowerment. It involves a collab‐
orative relationship between the coach and coachee, wherein the coach
employs various techniques to facilitate self-discovery, goal setting, and
the achievement of desired outcomes. Rooted in principles of psychology,
education, and human behaviour, coaching emphasises the coachee's active
role in their growth journey, leveraging their strengths and potential to
foster significant, sustainable change. The primarily informative nature of
genAI, as exemplified by text-generation tools, contrasts with coaching’s
explorative approach, which focuses on eliciting personal insights through
questioning. Thus, current genAI tools like ChatGPT are not suited for
a direct coaching process. However, other potential areas are evident in
which genAI tools can support the coaching practice, such as enhanced
accessibility and efficiency in certain operational aspects of coaching.

aa) Skills

In the perception of the interviewed professionals, the integration of genAI
in coaching is creating a divide between traditional coaching methods
and technologically enhanced practices. Coaches recognise genAI’s role
in streamlining specific tasks, such as scheduling, initial assessments, and
gathering basic information and common methods. Highly common and
standardised coaching issues like time management are already outsourced
into online courses enhanced by genAI. However, this seems only applica‐
ble to topics that are concise in scope and follow a somewhat structured
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approach. Furthermore, the exploration of genAI’s potential in coaching
has brought to light its utility in supplementary roles, such as collecting
and analysing data during sessions. This application suggests a modest yet
significant opportunity for genAI to contribute to the coaching process by
offering additional information.

However, the interviews revealed a consensus on the irreplaceable nature
of human qualities in coaching, highlighting that while genAI can augment
certain aspects of coaching, emotional intelligence, empathy, and the ca‐
pacity for deep human connection remain central to effective coaching
practices. The capacity for emotional attunement, the development of trust,
and the understanding of subtle contextual cues remain distinctly human
attributes that genAI cannot replicate. Further, the survey results suggest
that knowledge about specific topics is still necessary when working with
ChatGPT, while the actual tool use is intuitive as it does not require any
specific skills to use (Figure 1).

The skills associated with deploying genAI effectively in coaching –
knowledge of the tools, understanding how they work, and efficiently lever‐
aging them – are tempered by a critical awareness of the technology’s
boundaries. As the coaching profession continues to grapple with the impli‐
cations of genAI, the prevailing view is one of cautious integration, where
genAI’s role is confined to augmentative and supportive functions, always
secondary to the irreplaceable value of human insight and connection in
the coaching process.

bb) Creativity

GenAI’s capability to generate diverse ideas and perspectives can, at a
superficial level, contribute to the creative toolkit available to coaches.
For instance, AI-driven prompts can inspire novel approaches to standard
coaching challenges or provide a range of options for tackling common
issues like goal setting or motivation. Coaches appreciate genAI’s ability to
generate diverse ideas, aiding in brainstorming and problem-solving. The
survey results enforce this notion, as coaches reported coming to creative
and suitable solutions with ChatGPT (Figure 2) –whereby the bias of
tool use should be taken into account here. Coaches who find the tool
useful and meaningful continue to use it and thus could participate in our
study. However, in the interviews, the depth and usefulness of these AI-gen‐
erated contributions are often questioned. The nuanced understanding of
a coachee’s personal experiences, emotions, and the subtleties of human
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behaviour remain distinctly human facets that genAI cannot adequately
capture or replicate. As such, the true essence of creativity in coaching,
rooted in deep empathy and genuine human connection, appears beyond
the reach of current genAI technologies. In fact, the survey results show
that coaches need creativity to use ChatGPT effectively (Figure 2).

Moreover, the potential for genAI to support creativity in coaching raises
significant considerations regarding the balance between technology and
human intuition. While genAI can offer new insights, the critical judgement
to discern which of these are truly valuable and applicable in a specific
coaching context remains a distinctly human skill. The creative application
of genAI in coaching, therefore, involves a discerning use of technology,
where coaches must navigate between the benefits of AI-generated content
and the irreplaceable value of human-driven creative insight.

cc) Authenticity

Authenticity in coaching is paramount, constituting the bedrock of the
coach–coachee relationship. It involves genuine interactions, sincere emo‐
tional engagement, and mutual trust that enables profound personal
growth. The use of genAI tools in coaching, while offering operational
efficiencies and perceived viable answers (Figure 3), prompts a significant
concern among the interview partners regarding the preservation of au‐
thenticity. It is held that these tools, by their very nature, operate on algo‐
rithms and patterns devoid of the capacity for genuine emotional intelli‐
gence or the nuanced understanding of human complexities. As such, while
genAI can process and produce content at remarkable speeds, the depth of
understanding and the empathetic connection that form the essence of an
authentic coaching relationship cannot be algorithmically replicated. This
limitation highlights the indispensable value of human presence in coach‐
ing, underscoring that the core of coaching – the authentic connection and
understanding between coach and coachee – remains irreplaceably human.

Moreover, the challenge of maintaining authenticity extends to the ethi‐
cal use of genAI in coaching. All interviewed coaches agree that transparen‐
cy regarding the role and extent of genAI’s involvement in the coaching
process becomes crucial. Coaches are tasked with the responsibility of
clearly communicating to coachees when and how genAI tools are used,
ensuring that the coachees understand the nature of these tools and their
limitations. This transparency is essential in maintaining the trust and
integrity of the coaching relationship, allowing coachees to discern the

Uncertain futures of work

143
https://doi.org/10.5771/9783748947585, am 09.04.2025, 13:28:31
Open Access –  - https://www.nomos-elibrary.de/agb

https://doi.org/10.5771/9783748947585
https://creativecommons.org/licenses/by/4.0/
https://www.nomos-elibrary.de/agb


origin of insights and advice – whether they are derived from their coach’s
expertise or augmented by genAI.

Amid the exploration of authenticity in the integration of genAI into
coaching, an intriguing counterpoint emerges regarding the accessibility
and comfort level some individuals may experience when using genAI
tools. Specifically, anthropomorphised chatbots and AI systems present a
unique potential for those who find it challenging to engage in the deeply
personal and vulnerable process of coaching another human. For certain
individuals, especially those grappling with issues surrounded by stigma
or shame, initiating conversations and expressing their innermost thoughts
and feelings can be significantly less daunting when interacting with an AI
(see Waytz et al., 2014). The perceived lack of judgement and anonymity
provided by genAI tools can lower barriers to entry for these individuals,
offering them a preliminary step toward seeking help. In these instances,
genAI does not detract from the authenticity of the coaching process but
rather enables a form of engagement that might not have been possible
otherwise.

Incorporating the various aspects into the broader discussion, it becomes
evident that the role of genAI in coaching is multifaceted, offering both
challenges and opportunities to preserve and enhance the coaching experi‐
ence. The key lies in the mindful application of these technologies, recog‐
nising their potential to reach individuals who might otherwise remain out‐
side the sphere of coaching support. As such, the integration of genAI into
the coaching domain calls for a balanced approach, one that embraces the
potential of technology to complement human-driven coaching processes
while maintaining a steadfast commitment to the principles of authenticity
and ethical practice. Nonetheless, the effective integration of these tools
requires a deep understanding of their functions, limitations, and the ethi‐
cal considerations involved. Coaches must discern the use of genAI and
ensure that these technologies serve to support rather than overshadow the
indispensable human elements of coaching.

c) The case of programming

The introduction of ChatGPT and other genAI tools raised great interest
among programmers to test and utilise their potential and limitations for
various tasks in a timely manner. The broad discussion about the work
efficiency of the tools and the programmers’ initial experience also quickly
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led to an increase in interest from some companies in financing the corre‐
sponding genAI tools for their IT departments. Data protection debates
tended to take a back seat, or the topic was downplayed, and responsibility
for its use was passed on to the individual programmer.

After all, the field of programming is constantly changing: Not only
technical devices but also technical services and possibilities are constantly
expanding. As a result, the demand for programmers is also increasing, and
new jobs, such as data analyst and ML engineer, are becoming more and
more in demand. At the same time, the requirements for every developer
are constantly and gradually adapting in order to keep up with the latest
trends and fulfil the quest for simplicity and efficiency. The most promi‐
nent example is programming languages, which themselves are constantly
changing – not only in which context and by which type of developer they
are used, but also to which further development they are subject. If they
are used a lot, more and more functions and possibilities are added, while
other languages lose their functionality. As one aspect of a programmer’s
job is to work with these languages in the programming process for about
half of the workweek, this also raises the question of how the apparently
necessary retraining and further training of skills in order to keep up is
changing due to new tools such as ChatGPT.

aa) Skills

The discussion about the change in skills in the context of the use of genAI
in programming encompasses a variety of aspects that were examined in
the expert interviews. These include the identification of suitable areas of
applicability of genAI, the skills required for its use, and the importance of
human expertise in various contexts. In addition to the main coding, the
tasks of programmers also include customer meetings, team meetings, code
reviews, and the documentation of code and programs.

The potential use cases for genAI are primarily in the coding and
creation of texts and documentation for code snippets and programs. In
coding, genAI can support routine tasks and provide suggestions. However,
it remains crucial that programmers have a sound understanding of the
underlying processes in order to avoid potential errors and bugs, some of
which only appear later (see also Figure 1). GenAI offers clear advantages,
particularly in the area of text creation and documentation, which was
previously neglected due to time constraints. The integration of genAI can,
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therefore, not only save time but also lead to better quality and traceability
in, for example, code reviews.

However, the question of how the use of genAI changes forms of learning
and knowledge is also raised. There is some concern that the experiential
knowledge that is currently being acquired as a junior, for example, will be
replaced by the use of genAI and that self-learning will fall by the wayside.
Therefore, it seems essential that programmers continue to have the skills
to recognise and identify problems and give instructions independently,
as well as to acquire and test the knowledge required to use genAI tools
effectively (see Figure 1).

bb) Creativity

The effective use of genAI in programming requires an in-depth analysis of
the available tools. Programmers inform themselves in advance about the
functions and possible uses of genAI tools through research and practical
testing. This process of testing new tools is usually done through learning
by doing, using simple tasks to evaluate the output and understand the
potential of the tool. In addition, there is often a self-organised exchange
between programmers to share experiences and best practices in dealing
with genAI.

The discussion about creativity in programming is about finding innova‐
tive and original ways in the development process. The actual coding is
only one part of the overall work, with the focus on the knowledge gained
from experience and the ability to solve problems, also with the support of
genAI. An interview partner points out: ‘Just that one doesn't only Google
but also uses AI. So, the results are the same. The question is, just how
quickly do you get to the result? Or how precise are the results?’

The use of genAI, such as ChatGPT, is only seen as an extension of the
existing toolset. What is new is the wide range of possibilities that such
tools now offer. For example, ChatGPT can be used as a research tool in
specific cases or to simplify and visualise different solution approaches.
This function provides effective added value if you have the relevant expe‐
riential knowledge to a) prompt in a targeted manner and b) be able to
continue working with the output conscientiously. Our study results also
underline the importance of human creativity and experiential knowledge,
which are essential for critically evaluating the output of genAI and using
it sensibly. It can be seen that human creativity plays a central role in the ef‐
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fective use of genAI in programming by enabling a meaningful integration
of the tool into the development process (see Figure 2).

cc) Authenticity

Accordingly, the authenticity debates in the programming field remain
rather quiet. Despite the fact that the latest tools and trends are usually
tested in terms of their potential and possible use cases, questions about
the origin of ideas are rarely discussed, even with the advent of freely
accessible genAI. This lack of discussion may be due to the fact that genAI
is not seen as more than just another tool, i.e. ‘just the new Google’ and
seems to correspond more or less with their own natural working style (see
Figure 3). However, when it comes to the question of the correct use of the
tools and the responsibility for the product presented to the customer, one
encounters recurring threads of debate.

While the occurrence of errors and bugs in code is nothing new, the
use of genAI also leads to new sources of errors that the developers are
not familiar with from their ‘own code’. In particular, genAI-generated
code that exceeds the developer’s own experiential knowledge leads to an
increased number of subsequent bugs, similar to untested genAI code. A
comprehensive understanding of typical sources of errors, which often are
more profound and only occur in a few cases, is often only the domain
of senior developers. Junior developers would not even recognise them.
Consequently, some senior programmers offer junior developers the oppor‐
tunity to work together a) through their concepts, b) their prompting, and
c) through the code created with genAI in order to increase junior develop‐
ers’ experiential knowledge. They hope that by sharing their experiences,
their juniors will avoid future errors and subsequently reduce their own
time-consuming rework. Otherwise, there is always a risk that sources of
error will not be recognised due to a lack of knowledge at the junior level
and a lack of time at the senior level, meaning the product will be delivered
to customers with bugs. Nevertheless, this is also part of the business: it
is always possible to optimise and expand a code, so before genAI, the
products often had to be revised and adapted after a certain time anyway.

Overall, genAI tools are primarily described as support tools that may be
able to take over a large part of the tasks of junior developers in the future.
Nevertheless, even experienced developers find them to be a supportive
tool rather than a collaborative partner with their own ideas. More central
seems to be the question of how the qualification, learning, and knowledge
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processes of developers will evolve if the genAI is already a junior developer
at their side.

5. Conclusion

Our study provides evidence for new requirements in terms of skills, cre‐
ativity, and the ability to verify the authenticity and reliability of automa‐
tically generated inputs in a dialogical relationship between workers and
genAI tools. This view is clearly expressed in the numerous statements by
interview partners in all three professions on requirements for learning
how to operate and master genAI tools, and it is also reflected in our
quantitative study. Figure 1 displays a particularly high awareness of the
need to acquire skills to do so, which so far is only partially backed up
by education and learning opportunities in formalised courses. Acquiring
skills on genAI to date mostly seems to be a matter of trial and error.

The awareness of participants in our study about requirements for cre‐
ativity is equally high and present in all surveyed professions. Clearly,
the use of genAI is not a zero-sum game in which human actors lose
capabilities when genAI systems grow stronger and more sophisticated.
Accordingly, the attitude of most interview partners could be described as a
concerned embrace of the new technical options. There are some concerns
about a hollowing out of professions and especially about a deterioration of
quality, e.g. in peer review processes in science and in services provided by
semi-automated coaching platforms. However, there is clearly an acknowl‐
edgement of the new possibilities and benefits that could be derived from
them.

A fascinating result of the qualitative study that we did not expect is
the amount of reflection about the professional core of the occupations
that we encountered in each field. Rather than weakening the professions,
genAI triggered an intensive process of reflection and self-assurance about
what it means to be a scientist, coach, or programmer. The participants
of this study, by and large, agree that the meaning of these professions
transcends providing single tasks that could be replicated or substituted by
AI. There is a growing awareness of the skills to combine, contextualise,
and dynamically adjust work tasks that clearly lie beyond the boundaries
of the punctual responses and calculations of large language models. There
are also indications that the professions dynamically adjust to new techno‐
logical (and societal) realities by enlarging and updating the skills and com‐
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petencies in each profession. This is most clearly expressed in the case of
programming, where dynamic adjustment to new programming languages
and software developments has constituted a fundamental characteristic of
the profession for many years.

Among the confident statements in favour of the complementarity of hu‐
mans and genAI, we could also detect uncertainties about the boundaries
of what AI could and should do in the future. When interview partners
expressed convictions about what AI would never be able to do, we also
detected underlying fears behind such strong statements that sometimes
also remained contradictory. The self-assurance about the core content and
values in each profession is accompanied by a desire to delimit the reach
of AI. This self-clarification process is characterised by tensions that revolve
around questions of ‘authenticity’ – questions that not only concern what
AI could do but also how society should effectively control and regulate the
usage of constantly evolving AI.
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Sustainability: Energy-efficient intelligent bicycle sensors to
promote mobility transition

Paula Scharf, Benjamin Karic, Luca Hesse, and Thomas Bartoschek

Abstract: Cycling plays a key role in pushing towards more environmental‐
ly friendly forms of mobility and ensuring the safety of cyclists, which is
crucial to motivate more people to choose the bike as their preferred mode
of transportation. The still car-centred infrastructure calls for innovative
methods to ensure a safe environment for cyclists. In Germany, despite the
legal requirement of a minimum distance of 1.5 metres when cars overtake
bicycles, in practice, compliance is often inadequate. In this work, we pro‐
pose and prototype a mobile, low-cost, and low-energy system that allows
cyclists to monitor the occurrence of dangerously close takeovers. This
system employs a time-of-flight sensor that measures distances in an 8x8
pixel matrix and uses tiny machine-learning models to detect dangerous
takeovers. When included in citizen science campaigns, the collected data
can be used for urban mobility planning and safety strategies.

Keywords: sensors, citizen science, machine learning, urban mobility, sus‐
tainability

1. Introduction

The transformation of transportation is a major societal challenge in
achieving climate neutrality. Technological innovations like improved re‐
newable energy production and battery technologies are critical steps to‐
ward this goal. But just as important is reducing the use of private fuel-
powered vehicles and increasing the use of more climate-friendly modes
such as bicycles, pedelecs, and public transportation whenever possible to
promote green transportation.

While almost half of all Germans would prefer to ride their bicycles
more often (Sinus Marktund Sozialforschung GmbH, 2023), cars are still
predominantly used – even for short commutes under 5km (Statistisches
Bundesamt (Destatis), 2022). The low usage of bicycles, even for short dis‐
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tances, can be attributed to the lack of proper infrastructure: 40% of cyclists
state that they do not feel safe while cycling due to excessive traffic, reckless
driving by motor vehicles, and a lack of designated bike lanes (Sinus Mark‐
tund Sozialforschung GmbH, 2023). Cars performing takeover manoeuvres
on streets without separated bike lanes pose a typical safety threat to cy‐
clists. Despite the German Road Traffic Regulations (StVO) stipulating a
minimum passing distance of 1.5 metres between cars and cyclists in urban
areas (§ 5 Abs. 4 S. 3 StVO), compliance with this requirement is often
lacking in practice. Such situations not only pose an immediate safety risk
but also have a significant impact on people’s willingness to use bicycles
as an everyday means of transportation. In fact, in 2022, a comprehensive
study found that 42% of German respondents would choose a car over a
bicycle, even for short journeys, due to the unsafe cycling infrastructure
(Pyhel, 2022).

To improve cycling infrastructure, it is crucial to identify high-risk areas.
Subsequently, implementing safety measures and promoting cycling as a
safe and sustainable mode of transportation can help overcome the negative
safety perceptions associated with cycling. However, identifying high-risk
locations in Germany’s extensive transportation infrastructure presents a
significant challenge to municipalities. The task at hand presents a two-fold
challenge: 1) detecting high-risk locations in cycling infrastructure and
2) ensuring the scalability of the approach. To address this challenge, we
propose a concept using a citizen science approach to identify safety gaps in
urban cycling infrastructure that result in dangerous overtaking manoeu‐
vres.

We present a prototype based on the proposed concept that combines
cutting-edge time-of-flight sensor technology, neural networks, and a
senseBox (Wirwahn et al., 2015) to automatically identify high-risk loca‐
tions. The method uses low-cost and energy-efficient technologies that can
be implemented in a citizen science project to generate large-scale data on
the safety of cycling infrastructure while engaging cyclists in improving
cycling safety. The objective is to establish a sustainable data collection
method to support proactive accident prevention, enhance road safety, and
improve urban cycling infrastructure. Research in this area is highly rele‐
vant as it positively impacts the sustainability of urban mobility planning
and safety strategies.

Existing efforts in this field often rely on manual, qualitative incident re‐
porting. Prominent examples of this approach include bikemaps.org (Nel‐
son et al., 2015) and the Bike Barometer (Storme et al., 2022). However,
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data collection is often exhaustive and sporadic for such solutions, leading
to a lack of broad spatial and temporal coverage.

CycleAI1 has taken a different approach to bicycle road safety. They have
trained an AI algorithm on how ‘bikeable’ a road is based on static images
(from Google Street View) of that stretch of road. Based on these ratings,
a routing algorithm suggests safer routes. This algorithm considers only
the infrastructure depicted in the images and does not take into account
additional environmental data or a temporal component. Despite achieving
better spatial coverage, it does not consider varying safety at different times
of the day or with changing weather conditions.

The OpenBikeSensor project2 offers a semi-automated solution for
recording violations of the minimum takeover distance. They use an ultra‐
sonic proximity sensor to measure the distance to passing cars when the
cyclist presses a button (e.g. Hauenstein et al., 2023). However, it can be
challenging to trigger the device reliably in hazardous traffic situations,
which may result in forgetting to capture data or recording inaccurate data.

The projects ‘Sicher überholt!’ (Blees, 2021) and ‘Radmesser’ (Lehmann
et al., 2018) propose a fully automatic system that uses a combination of a
smartphone camera and an ultrasonic proximity sensor. The smartphone
automatically captures images to confirm a car takeover triggered by ultra‐
sonic sensor measurements. Nonetheless, the use of cameras raises privacy
concerns and increases energy consumption.

The senseBox:bike3 project involves using a senseBox to measure dis‐
tances to the left side of a bicycle with an ultrasonic proximity sensor.
However, the primary purpose of the project is to serve as a mobile envi‐
ronmental monitoring station for bicycles. Although distance values are
captured, they are not processed to further determine if a car has actually
overtaken the bicycle.

2. Concept

In this work, we propose a mobile, low-cost, and low-energy takeover
detection system as schematised in Figure 1. At the heart of our system
is a microcontroller unit (MCU) – a compact unit of processor, memory,

1 https://cycleai.net/ (last visited 22.04.2024)
2 https://www.openbikesensor.org/ (last visited 22.04.2024)
3 https://sensebox.de/de/products-bike (last visited 22.04.2024)
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and periphery, combining all essential parts of a computer on a small scale
with low requisites in terms of cost and power. Specifically, an MCU of
the senseBox family is chosen. The senseBox is a versatile electronics kit
designed specifically for citizen science projects and educational initiatives,
focusing on environmental monitoring and data collection (Witte et al.,
2023). Originally backed by the German Federal Ministry of Education and
Research, it was designed to promote understanding of environmental sci‐
ence and technological applications. In addition to providing hardware and
software components, the senseBox enables users to gather, analyse, and
disseminate their own environmental data. Its anchoring in open-source
technology and compatibility with the popular Arduino platform4 for pro‐
gramming and prototyping electronics make it easily accessible and adapt‐
able for a wide range of users and use cases (Bartoschek et al., 2019).

4 https://www.arduino.cc/en/Guide/Introduction (last visited 25.04.2024)
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A conceptual model of the takeover detection system. a) A car
taking over a bicycle monitored by an automatic detection system;
b) Architecture and flow of the detection system. A time series
of depth images captured by a Time-of-Flight (ToF) imager is
classified on a senseBox MCU using machine learning. Results are
transmitted via Bluetooth to a mobile application for geo-location
and mobile data transfer to the open data platform openSenseMap
(Pfeil et al., 2015).

A proximity sensor is utilised to sense passing traffic, particularly one that
can capture very low-resolution depth images. Depth images, as opposed
to single distance readings, enable the system to perceive not only the
presence of objects but also their approximate shape and dimensions. In
contrast to cameras, they offer a high level of privacy (no images of faces or
licence plates can be acquired) and consume less power. Especially in light
of the reduced processing power of MCUs, it is sensible to keep the amount
of captured information low, including the image resolution. Additionally,
since determining the distance of a passing car is crucial for assessing the
safety of a manoeuvre, depth images are preferred over standard colour im‐

Figure 1.
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ages. In this context, the VL53L8CX multizone time-of-flight (ToF) sensor5

poses a perfect fit for our use case. ToF sensors capture distances/depths
by emitting infrared light and measuring the time it takes for the light to
be reflected. Compared to other options for recording depth images, the
VL53L8CX sensor has particularly low requisites in terms of size, cost,
and energy consumption. More detailed specifications of the sensor will be
given in the following section.

The low-resolution depth images captured by the ToF sensor are well-
suited for machine learning applications, being decently complex and often
noisy. Furthermore, the usage of machine learning algorithms allows for
flexibility in problem definition, for example, by detecting the type of the
passing vehicle (car, truck, bicycle) and its speed and distance all in a
single algorithm. To detect takeover manoeuvres, sequences of recorded
depth images and their temporal order need to be considered. Recurrent
neural networks (RNNs) offer a suitable machine learning methodology
for this combination of classification problems and available data. They
allow current input data (e.g. a single depth image) to be put in the context
of previously recorded input data. This ability enables the analysis of the
entire movement process of an object, such as a car, over time, which is cru‐
cial for distinguishing takeovers from other situations, such as oncoming
traffic.

To put the detected takeovers into a geographic context and upload the
resulting data, we adopt existing solutions built within the senseBox:bike
project. Previous iterations of the senseBox:bike relied on a dedicated GPS
module for georeferencing and utilised WiFi for data upload whenever a
signal from preconfigured networks was available, typically the cyclist’s
home network. While functional, newer versions of the senseBox:bike
improve this workflow by utilising a smartphone app through Bluetooth
connection, in which both the position is determined and data is uploaded
to the open data platform openSenseMap (Pfeil et al., 2015). The app
streamlines the process, minimises code and configuration requirements,
reduces the risk of data loss, and allows cyclists to begin recording immedi‐
ately rather than waiting for the dedicated GPS module to establish a signal.
The data uploaded to the openSenseMap is publicly available and can be
explored through a web application or accessed for further analysis.

5 https://www.st.com/en/imaging-and-photonics-solutions/vl53l8cx.html (last visited
22.04.2024)
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3. Prototype

As a demonstration of our proposed concept for a mobile, low-cost, and
low-energy takeover detection system, we built a prototype, which entailed
the assembly of hardware components and the development and deploy‐
ment of its software. The latest iteration of the senseBox features an MCU
based on an ESP32S2,6 which boasts a single-core processor with 4 MB
of flash memory and 320 KB of RAM, which is enough for small machine-
learning applications.

To perceive passing traffic, the VL53L8CX multizone ToF sensor is cho‐
sen. The ‘multizone’ attribute indicates that the sensor measures distance
not just at a single point but across 8x8 zones. Under perfect conditions
without any ambient light whatsoever, the VL53L8CX can measure dis‐
tances up to 400 cm. However, in regular ambient daylight, the maximum
measurable distance is reduced to approximately 200 cm, which is just
enough to detect when a car does not comply with the 150 cm minimum
distance. Figure 2 provides illustrations of what the sensor detects com‐
pared to a camera capturing visible light.

a)

b)

Two examples of what a normal webcam sees (top) and what the
VL53L8CX sees (bottom). One of a cyclist (a) and one of a car (b),
both at close distance

Figure 2.

6 https://www.espressif.com/sites/default/files/documentation/esp32-s2_datasheet_en.
pdf (last visited 22.04.2024)
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To mount the sensor and the microcontroller on a bicycle, we 3D printed
a simple case that can be attached to the carrier of a bicycle (see Figure 3).
Alternatively, the case could also be attached underneath the saddle of the
bicycle if it does not have a carrier.

Sensor (in black) in a 3D printed case together with the senseBox
MCU S2 on a bicycle. The sensor is oriented to the left side of the
bicycle.

As this prototype serves as a proof-of-concept rather than a finalised
production system, the classification problem to be solved is deliberately
simplified: sequences of distance recordings shall be either classified as
takeover or no takeover, without any regard for distance, speed, or type of
vehicle. To solve this problem, a simple RNN is trained and deployed.

Given the straightforward nature of the chosen classification problem,
we maintain a simplistic structure for the neural network employed. The
network comprises a sequence of only two layers: one consisting of long
short-term memory (LSTM) neurons and the other of dense neurons.
LSTM neurons are a type of recurrent neural network unit capable of
capturing long-range dependencies in sequential data and retaining infor‐
mation over extended time periods. The network is configured to take a
series of 20 frames as input for each classification task. Given that the

Figure 3.
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sensor records data at a rate of 15 Hz, this equates to approximately 1.25
seconds of data, in which a takeover manoeuvre should fully take place.

For the purpose of training the proposed neural network, it was imple‐
mented in Python using TensorFlow,7 a widely used open-source machine
learning framework developed by Google. Given the high compatibility
and support of the TensorFlow framework, the resulting trained model can
be directly ported to and run on an MCU in the Arduino programming
language. The model is first converted from the original TensorFlow ver‐
sion to a smaller and more efficient TensorFlow Lite version. This is then
converted to a byte array and reconstructed in Arduino with TensorFlow
Lite for Microcontrollers.

The network undergoes supervised training, relying on manually classi‐
fied training data to learn effectively. As a matter of fact, a significant
portion of the prototype’s development effort was dedicated to recording
and formatting suitable training data. We decided on a realistic approach
for recording data by mounting the ToF sensor on a bicycle and driving
around the streets of Münster. Data collection was impeded by the already
well-developed bicycle infrastructure in this city, leaving only a few suitable
streets with flowing traffic but without dedicated bike lanes. Data was
recorded in those places by driving up and down the street during peak
rush hour. To simplify data collection and not further endanger the cyclist
recording the data, it was chosen to augment data by driving by parked cars
and reversing the recorded video. Additionally, sequences in which other
cyclists passed at short range were also considered valid takeovers.

A normal webcam was also mounted on the bicycle and configured to
record simultaneously with the ToF. Using timestamps, the webcam videos
were later used to label the sequences of depth frames from the ToF sensor
as takeover or no takeover. The resulting labelled data was then divided
into subsets for training, validating, and testing the neural network.

The data and the code for training and deployment are openly accessible
on GitHub, along with more detailed descriptions and explanations of the
procedure: https://github.com/TinyAIoT/tof-takeover-detection.

7 https://www.tensorflow.org/ (last visited 22.04.2024)

Sustainability: Energy-efficient intelligent bicycle sensors to promote mobility transition

159
https://doi.org/10.5771/9783748947585, am 09.04.2025, 13:28:31
Open Access –  - https://www.nomos-elibrary.de/agb

https://github.com/TinyAIoT/tof-takeover-detection
https://www.tensorflow.org/
https://github.com/TinyAIoT/tof-takeover-detection
https://www.tensorflow.org/
https://doi.org/10.5771/9783748947585
https://creativecommons.org/licenses/by/4.0/
https://www.nomos-elibrary.de/agb


4. Applicability

The ultimately trained model performs incredibly well on the recorded
data, with an accuracy of 99% or 95.5% for the model converted to Tensor‐
Flow Lite. However, considering that the recorded no-takeover sequences
lack variety (they are mainly composed of empty frames), this is not imme‐
diately translatable to positive performance in the real world. The trained
model struggles, especially by classifying many false positives, meaning
that it detects takeovers when there are none. Nonetheless, the results are
valuable as a proof-of-concept of the proposed method.

The size of the model comes out at a little over 15 KB, while memory
reservations of a little over 8 KB are necessary to store the data going
through the model. Meanwhile, its inference time on the senseBox based on
ESP32S2 reaches 26 microseconds on average. Due to this incredibly low
inference time, the model can easily be applied to each new sequence of
frames in real time. The VL53L8CX ToF sensor can, at maximum, be con‐
figured to 15Hz, meaning it records a new frame every 66.7 milliseconds.
These frames are continuously recorded in a ring buffer, and the most
recent 20 frames are fed to the model whenever a new frame comes in.

Regarding the overall applicability of the VL53L8CX sensor, this study
offers a very promising outlook on its performance. While manually re‐
viewing the recordings that were made with the sensor attached to a bike,
discernible differences among passing vehicles – whether cars, bicycles,
scooters, or pedestrians – become immediately evident. These differences
in dimensions and textures, clearly perceptible to the human eye, suggest
the feasibility of similar distinctions by neural networks. Consequently, the
cost-effective time-of-flight technology has the potential to contribute to
traffic technologies. Although the lighting conditions impaired the quality
to a certain extent, the captured images still resulted in clearly recognisable
structures of vehicles and other objects. However, a notable issue persists in
accurately capturing dark or highly reflective objects. Dark-coloured vehi‐
cles usually only yield patchy images containing mostly noise, a recognised
limitation of ToF sensors (Baek et al., 2020; Zieliński, 2021).

In terms of future work, the available memory and RAM on the sense‐
Box MCU leave room to increase the model size and complexity. It could,
for example, be interesting to add convolutional layers to the network.
Measurements of the accelerometer onboard the senseBox MCU could also
aid the model performance and enable the determination of the speed of
both the cyclist and passing vehicle at the moment of takeover. Priority for
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improving the model performance should, however, be the enhancement of
the training data. Primarily, efforts should focus on diversifying the dataset
by incorporating a wider array of non-takeover sequences to mitigate the
prevalent issue of false positives. Additionally, existing data can be enriched
through artificial augmentation techniques, such as introducing random
noise, translating or shifting sequences, or adjusting the speed of record‐
ings. Such augmentation strategies generally contribute to the robustness
and generalisation capabilities of a model.

The georeferencing, uploading, and provision of collected data was not
implemented in the prototype but has already been deployed in the sense‐
Box:bike project, as previously mentioned. The existing workflow can be
largely mirrored for our use case, with the exception that the interface of
the smartphone app would have to be adjusted in line with the uploaded
data. Depending on the detection solution adopted, uploaded data could,
for example, include the distance, time of incident, type of vehicle, and
also the current speed of the cyclist and passing vehicle, in case readings
from the onboard accelerometer are added. To facilitate further analysis
and provide additional visualisation tools, it would also be interesting to
develop our own web interface tailored to the specific data instead of using
the openSenseMap.

5. Conclusion

In this work, we present a concept and an initial prototype demonstrating
the detection of dangerous overtaking manoeuvres using low-cost ToF sen‐
sor technology combined with machine learning methods. By employing
ToF technology instead of visible light cameras and running the classifica‐
tion on-device, we effectively reduce the size of collected data and commu‐
nication, thus saving energy. The two-fold significance of sustainability in
this work stems from the fact that the proposed system is motivated to sup‐
port a mobility transition towards more sustainable forms of transportation
overall but also intrinsically aims for sustainability through the energy and
resource-efficient, on-device processing of data.

The trained model showcases its capability to generate valuable classifi‐
cations of takeover manoeuvres. It proves the feasibility of the concept
while demonstrating the necessity for further collection of training data to
offer a more robust solution. An unsolved challenge persists in detecting
black or highly reflective cars with the chosen proximity sensor. Previous
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projects with the senseBox have already paved the way for georeferencing
and uploading data, which have not yet been implemented in this described
prototype. When combined with location information, the data can show
spatial and temporal accumulations of dangerous overtaking manoeuvres,
and consideration can then be given to adjusting the local cycling infras‐
tructure. Ultimately, the result of this work is not intended to represent a
final system but rather to serve as an essential preliminary step for further
research and development with the knowledge gained and the software
developed.

Looking ahead, our work holds promise for applications in the field
of traffic and transport planning. For instance, the detected and localised
dangerous overtaking manoeuvres allow for the identification of high-risk
areas on roads, which can then be addressed by local authorities through
targeted infrastructure improvements such as adding physical barriers be‐
tween bicycles and cars on shared road segments. By analysing broad
datasets collected by citizens, traffic planners can gain valuable insights into
traffic patterns and the frequency of dangerous manoeuvres, allowing for
data-driven decisions to enhance road safety. This participatory approach
not only increases the amount of data available for analysis but also fosters
community engagement in traffic safety initiatives.

Further use of devices applying our approach can significantly impact
the field of education. By employing the device in workshops and initiatives
in schools, students can learn about machine learning and sensor technolo‐
gy through hands-on experience. Schools can participate in data acquisition
and analysis projects, enabling students to contribute to real-world datasets
as part of citizen science initiatives. This involvement promotes spatial
citizenship, as described by Gryl (2012), by empowering students to under‐
stand and influence their local environment. This educational approach
not only enriches the learning experience but also instils a sense of civic
responsibility and technological literacy in young learners.
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Green coding – bridging the gap from theory to practice

Verena Majuntke, Lena Hoffmann, Felix Kronlage-Dammers, Grischa Beier,
and Nikolas Becker

Abstract: This article summarises key points from the interdisciplinary
panel discussions held at the Weizenbaum Conference 2024 titled “Green
Coding – Bridging the Gap from Theory to Practice”, where experts shared
diverse perspectives on the importance of Green Coding (GC) in sustain‐
able software development. As digital technologies and services expand,
their ecological costs rise, with data centres consuming 1.0–1.5% of global
electricity in 2022 and information and communication technologies (ICT)
contributing about 1.5–4% of global greenhouse gas (GHG) emissions.
The panel highlighted the role of software in influencing the energy and
resource consumption of hardware. GC focuses on enhancing energy and
material efficiency across the software lifecycle, addressing the growing de‐
mands of ICT driven by cloud computing, artificial intelligence and video
streaming. Despite some companies recognising the importance of GC,
implementation remains low and is often not part of established practices
in software development. The discussion emphasised the need for open-
source initiatives, standardised metrics, industry integration, stakeholder
awareness and robust governance to align digital transformation with sus‐
tainability goals. This article highlights the main arguments and insights
from the panel discussions.

Keywords: sustainable software, energy-efficient software, green coding,
software-induced resource consumption, open source

1. Green coding – bridging the gap from theory to practice

The transition towards sustainable development requires a critical examin‐
ation of the environmental emissions caused by digital technologies and
services, as well as counteracting strategies to mitigate these impacts. Green
Coding (GC) has emerged as a vital approach to enhancing the energy
efficiency of software. Based on an interdisciplinary panel discussion at
the Weizenbaum Conference 2024, this article elaborates on the current
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state of GC, the challenges in its measurement and the role of open-source
methodologies in promoting sustainable software development.

2. Why is GC important for the transformation towards sustainability
development?

Digital technologies and services are a vital part of increasingly numerous
areas of social life; however, digital innovations also come with increasing
ecological costs. In 2022, the operation of data centres already accounted
for approximately 1.0–1.5% of global electricity demand (IEA, 2023). How‐
ever, estimates regarding global energy consumption by information and
communication technologies (ICT) vary greatly, particularly due to differ‐
ing definitions of ICT (Gelenbe, 2023). Studies such as Hilty et al. (2009)
argue that there is no clear definition of the scope of ICT; for example, they
consider three building blocks of ICT: servers, end-user devices and the
networking infrastructure typically used to communicate either between
two or more end-user devices or among end-user devices and servers.
As a result of differing underlying assumptions, estimates regarding ICT’s
share of global greenhouse gas (GHG) emissions also vary greatly, with
systematic reviews estimating emissions at 1.8%–2.8% (Freitag et al., 2021)
and 1.5%–4% (Bieser et al., 2023). One major part of ICT-related emissions
is determined in the production phase of ICT hardware. For end-user
devices, these emissions often exceed 50% of the device’s overall life cycle
GHG emissions, while for data centres, it is estimated that most of the life
cycle-related GHG impacts are caused during the use phase (Bieser et al.,
2023).

In contrast to hardware, concepts aimed towards making software usage
more resource efficient have historically seen lower prioritisation. However,
software is the core of ICT, and ICT is continuously growing and evolving
to make software more efficiently available for users, i.e. industry and
private consumers. While technologies become more efficient, the gained
efficiency tends to be utilised to transmit greater volumes of data rather
than making the transmission of existing data more resource-efficient, a
phenomenon known as the Jevons Paradox. It is necessary to focus more
extensively on the energy and material efficiency of data infrastructure and
data centres while also looking to make software operations as resource-
efficient as possible. Combining these approaches is an important factor
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and a crucial prerequisite if we want to be successful in achieving a more
general transition towards sustainable development.

GC is one approach aimed at increasing the energy efficiency of software
usage. GC is defined as “the act of designing, developing, maintaining,
and (re-)using software systems in a way that requires as little energy
and natural resources as possible.” Green Coding methods or practices
thus mean any action or use of technology intended and suitable to further
this (Junger et al., 2024). Moreover, GC concerns itself with the entire life‐
cycle since software may have a long history, with its resource consumption
not limited to the version currently in use.

Against the backdrop of the rapidly growing number of data centres and
volumes of data being hosted – reasons for which include but are not lim‐
ited to the increasing usage of cloud computing, artificial intelligence and
video streaming – there is an urgent demand to optimise the resource con‐
sumption of the respective applications and the data operation processes of
data centres. GC may be a promising concept for both of these issues, as
it helps guide practitioners to become more conscious about the material
and energy consumption of the systems they design and use. All hardware
and software are tied to inevitable resource demands, and as long as they
are associated with an environmental footprint, their usage needs to be
carefully considered.

3. What is the current situation concerning GC?

There exists a substantial body of scientific research addressing the concept
of sustainable software. Research in the context of GC assesses a broad
range of aspects, including the energy requirements of different program‐
ming languages (Pereira et al., 2017), the holistic energy consumption
throughout the software development process and the criteria for ensuring
sustainable software development practices (Gröger et al., 2018). Addition‐
ally, there has been an increased focus on the energy consumption of
machine learning models at various stages of their lifecycle (Kaack et al.,
2022; Luccioni et al., 2022; Strubell et al., 2019). However, despite the
focus on sustainability in a variety of other sectors, the IT industry has
largely been overlooked and has not yet prioritised sustainable software
development. A study evaluating the extent to which GC practices are
used in the IT industry revealed that, while half of the surveyed software
companies consider GC a strategic goal, less than 17% of these companies
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have consciously integrated GC strategies into their operations (Henze et
al., 2023).

To advance towards more sustainable software, it is essential to edu‐
cate developers. Higher education institutions must ensure that graduates
are aware of sustainability challenges and know how to address them.
Moreover, sustainability should be treated as a cross-sectional issue. Even
with well-trained developers, resource-efficient software development will
not be achieved unless it becomes a (sub-)target within companies. If
companies and customers prioritise new features over addressing technical
debts that impact quality – as can be seen in many software projects –
practices aimed at improving resource efficiency will not be implemented.

A significant challenge also concerns the current lack of transparency
regarding software resource consumption. In order to optimise software
towards resource efficiency, resource consumption needs to be measured.
Since software typically comprises and utilises a variety of services, it is
crucial for all components to disclose their resource consumption publicly.
Politicians could push the issue further by implementing regulations that
require transparency in resource consumption.

Currently, nearly every initiative to reduce software resource consump‐
tion faces a similar challenge: it is methodologically demanding to pre‐
cisely measure (in the sense of directly attribute) emissions for a specific
application or service. Thus, an essential first research step is to establish an
empirically sound basis for measurement with widely trusted and reliable
reference standards and public benchmarks. Such a foundation is crucial
for the subsequent development of broadly accepted labels for software and
services. Some projects, such as ECO:DIGIT, address this challenge by de‐
veloping an automated assessment environment that provides transparent
metrics and data on the resource consumption and CO2 emissions of soft‐
ware applications. However, even though increasing resource efficiency in
every resource-consuming context is absolutely desirable, efficiency gains
alone will not be sufficient to achieve the necessary transformation towards
circular and emission-free methods of production and consumption.

The societal perspective also needs to be cautiously considered. GC must
not be used to shift the focus of public debate away from the (oftentimes
critical) materiality of digital transformation. Additionally, there are various
issues related to the openness and inclusivity of digital infrastructure. An‐
other important topic in the current era of AI concerns the size of data
centres; the larger the data centre, the more efficiently it can process large
volumes of data, but the quest for ever-greater efficiency may create the risk
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of concentrating power in very few hands. Careful reflection is needed to
determine the extent to which we want our access to the internet to depend
on a few international actors. It is apparent that adequate governance is
needed to ensure that digital transformation remains inclusive and reliable
while balancing the conflicting paradigms of increasing efficiency and
openness.

4. What role do open-source approaches play regarding GC?

Considering the four pillars of open source – Freedom to use, Freedom to
study, Freedom to modify and Freedom to redistribute – the advantages
of its utilisation become evident. The availability of source code not only
facilitates the easy adoption of well-established patterns in related projects
but also creates a basis for thorough and widespread analysis. An example
of such analysis is the work done by Eugenio Capra and colleagues, who ex‐
amined the use of application development environments in relation to en‐
ergy efficiency (Capra et al., 2012). This analysis allows for the refinement
of development paradigms and a shift towards more sustainable ways of
development. Furthermore, it provides the needed transparency regarding
the methods applied.

It is unsurprising that a variety of methodologies and available datasets
originated from projects within the open source community, such as Boav‐
izta. Various efforts have arisen within the broader community over the
past several years, with opensustain.tech and the OSS for climate podcast
providing fitting examples. Still, the power of the decentralised nature of
open source is also its flip side: the vast amount of software and approaches
lead to the need for standardisation and the development of best practices.

5. Advancing research and practical implementation of GC – what key steps
and strategies are needed?

Following the principle “you can't manage what you can't measure”, it is
crucial to encourage companies to measure the environmental impact of
their software. However, as stated above, the process of acquiring accurate
measurements is challenging for many companies. In response to increased
public awareness of climate change, international digital corporations have
started to include digital emissions in their annual sustainability reports
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and equip their software services with tools that help customers track and
assess their sustainability. These approaches, however, are based on varying
assumptions and often lack transparency if the underlying methodologies
remain undisclosed and the results cannot be verified or replicated by ex‐
ternal parties. To address this challenge, there is an urgent need for trusted
and reliable reference standards and public benchmarking to allow for
comparability and transparency (which in turn can also help to prevent
greenwashing). These standards should enable companies to measure their
software’s environmental impact based on transparent and scientifically
sound methods. In addition, we need to advance environmental accounting
and measurement methodologies, not only for the resource consumption
of software but also for communication (network) and computing (data
centre) infrastructure. Since the application of standards is generally volun‐
tary and standards only become binding when included in contracts or
mandated by law, policy measures are also necessary to effectively promote
GC practices. Furthermore, transparency regarding applied methods can
be achieved by releasing building blocks as open source, which would allow
an even wider range of adoption as other methods can be built upon the
same foundations and be improved together.

From a societal perspective, we need to raise awareness in all relevant
stakeholder groups (developers, industries, political actors), as well as de‐
velop governance concepts to cope with the further centralisation (resp.
concentration) of power, as environmental targets for the operation of
digital technologies and ICT infrastructure can more easily be met at scale.

From an industry perspective, it is essential to examine how GC can be
broadly integrated into software development. Successful case studies could
demonstrate to enterprises that investing in sustainable software develop‐
ment is not only an ethical choice but also a cost-saving measure. While
such metrics are necessary to inform economic decisions, no comparative
data is currently available.

From an education perspective, sustainability must be integrated into
curricula and education. Awareness that sustainability is a cross-sectional
topic that needs to be addressed is necessary not only for those who actu‐
ally build the software but especially for those at C-level.

In summary, to reduce the environmental impact of software, it is essen‐
tial for companies to measure accurately, despite the challenges doing so
poses. Transparent, scientifically sound reference standards and public
benchmarks are urgently needed to ensure comparability and prevent
greenwashing. Policy measures and the adoption of open-source method‐
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ologies can drive the broader implementation of GC practices. By integrat‐
ing sustainability into education, industry practices and governance frame‐
works, we can create an inclusive and resource-efficient digital future.
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Where will they settle? On the role of uncertainty and choice of
algorithm for humanitarian decisions

Tina Comes, Meyke Nering Bögel, and Martijn Warnier

Abstract: Migration is among the most uncertain and contested topics for
policymaking. The increasing number of migrants and refugees globally
necessitates effective planning and management, particularly in addressing
infrastructure needs such as access to healthcare. While efforts to accom‐
modate a surge of refugees prioritise primary needs, improving structural
access to essential infrastructure becomes imperative over time. However,
the path-dependent nature of the expansion of refugee settlements poses
challenges for infrastructure development. Existing facility location models
for infrastructure planning overlook the interplay of infrastructure growth
and human behaviour. This chapter presents a study on the interplay
between the settling preferences of refugees (behaviour) and the location
of healthcare facilities as essential infrastructure. We develop a data-based
approach that combines an agent-based model representing decision beha‐
viour with facility location optimisation models for infrastructure planning.
Through a case study of Cox’s Bazar, Bangladesh, home to over 1 million
Rohingya refugees, we demonstrate the implications of different optimisa‐
tion approaches and thereby explore how and in how far digital tools
influence policymaking on one of the most contested and uncertain topics
in the current policy landscape. Our findings underscore the importance of
integrating uncertainty about human behaviour in infrastructure decisions.

Keywords: refugee settlement, healthcare, optimisation, complex systems,
agent-based model, adaptation, digitalisation

1. Introduction

Migration is a substantial driver of population change and, thereby, policy
change. It has been shown that the uncertainties associated with migration
have a major impact on population forecasts and the assumptions underly‐
ing many policies (Azose et al., 2016). One of the most important drivers
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of migration is geopolitical conflicts and wars. The worldwide refugee crisis
has reached unprecedented levels, with a record number of more than 108
million people who have been forced to flee their homes in 2022.1 Sure
enough, forced migration and refugee streams pose important challenges to
host communities and countries. A surge of refugees owing to geopolitical
conflict presents major uncertainty for planning and policymaking. For
instance, the war in Ukraine has led to about 6 million refugees, mostly
seeking protection in the EU.2 Similarly, after more than a decade of con‐
flict, more than 14 million Syrians have been forced to flee their homes.3

The example of refugee camps serves here to demonstrate the interplay
of behavioural uncertainty and planning decisions, paradigmatic for many
policy decisions in the migration space. By using the case study of the Ro‐
hingya refugee camps in Bangladesh, we show how digital tools can be used
to conceptualise and capture behavioural uncertainty. Given the increasing
push for digital tools and automated decisions, especially in highly complex
and uncertain conditions, we also discuss how digital tools for planning
and policymaking influence and drive the emergence of structural patterns
in migration (crises) and how the different objectives that are embedded in
the algorithm shape the emergence of different access conditions.

2. Case study: Rapidly expanding refugee camps

Today, about 23 million refugees live in camps, where refugees are provided
with essential services and goods, including water, food, shelter, emergency
relief items, and healthcare. Humanitarian responders and NGOs alike
strive to address these primary needs but often face resource limitations,
especially if there is a rapid and massive influx of refugees. Host states,
especially developing countries with limited resources, struggle to provide
essential services, leading to environmental degradation and strained in‐
frastructure (Fransen et al., 2024).

Given the rapid influx of people in need, refugee settlements often
emerge and grow ad-hoc, driven by the initial settlement choices of refugee
groups. Several studies use remote sensing and satellite imagery to under‐
stand how camps grow (Bjorgo, 2000), including infrastructure growth

1 see UNHCR Global Trend Report 2023
2 https://data.unhcr.org/en/situations/ukraine
3 https://www.unrefugees.org/news/syria-refugee-crisis-explained/
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(Tomaszewski et al., 2016). For instance, as refugees settle close to those
with similar backgrounds, new settlements often emerge where they cluster
together. Much less is known, however, about how planning algorithms and
digital tools, combined with the accessibility of infrastructure, influence the
growth of refugee settlements and how, in turn, this growth impacts the ex‐
pansion of infrastructure, see Figure 1.

The interplay between settling decisions of refugees and facility
location decisions

Traditionally, refugee camps have been viewed as temporary locations pro‐
viding emergency shelter and services (Jahre et al., 2018). Standards such
as the Sphere standards4 provide guidance on the space requirements and
service levels. However, many refugee camps are becoming permanent
homes for their inhabitants (Hermans et al., 2017), and it has been argued
that these settlements should rather be considered ‘cities’ instead of ‘camps’
(Montclos & Kagwanja, 2000). Nevertheless, because of the assumed short-
term nature of the camps, the need for further growth or adaptation is
neglected when camps are established. Initial efforts for camp design and
management prioritise meeting urgent and primary needs. This is in line
with other findings around crisis response (Comes et al., 2020) or resilient
urban planning (Krishnan et al., 2024).

Over time, however, the demand for services and infrastructure has
expanded. For example, in the Rohingya refugee camps in Cox’s Bazar,
Bangladesh, the percentage of refugees that indicated more attention should

Figure 1.

4 https://www.spherestandards.org
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primarily be given to healthcare increased from less than 6% in 20185 to
44% in 2019.6 However, the high population density and limited space
in camps limit the available locations for healthcare facilities. The lack of
guidelines for long-term adaptation and the uncertain impacts of climate
change further compound the challenges.

We argue that refugee settlements can be understood as complex adap‐
tive systems in which the decisions of individual actors and the infrastruc‐
tural decisions co-evolve (cf. Figure 1). In the following, we investigate the
role of the digital tools and algorithms that are used to support the planning
decisions in this interplay.

5 https://data.humdata.org/dataset/iom-bangladesh-needs-and-population-monitoring
-npm-round-13-site-assessment

6 https://reliefweb.int/report/bangladesh/iscg-situation-report-rohingya-refugee-crisis-c
ox-s-bazar-10-january-2019-covering
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The layout of camps 14, 15, and 16 in Cox’s Bazar, including
healthcare facilities. Data retrieved from IOM Geoportal (https:/
/iom.maps.arcgis.com/home/index.html)

As one of the central infrastructures that exhibits a growing need, we focus
on healthcare. To illustrate our approach, we develop a case study for the
camps Hakimpara, Jamtoli, and Potibonia (camps 14, 15, and 16) in Cox’s
Bazar (see Figure 2), one of the world’s largest refugee settlements. The
camps appeared after the outbreak of the Rohingya crisis in August 2017,
when the government of Bangladesh allocated undeveloped forest land for
these camps in September 2017. Camps 14 and 15 were first mentioned in
site assessments in September 2017, followed by camp 16 in October of

Figure 2.
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the same year.7 The two main camps (Kutupalong and Balukhali) already
existed, and many NGOs had been providing healthcare in these camps for
years before 2017. Therefore, by the time the situation reached emergency
level 3, the necessary infrastructure was there to perform monthly needs
assessments for the population in all camps. This also happened in the new
camps 14, 15, and 16, resulting in regular situation reports. As camps 14
and 15 were first assessed in September 2017, this research uses data from
September 2017 until June 2019.

3. Research approach and models

We start from the premise that migration and refugee settlements are both
planning and social problems. To simulate the interplay of human settle‐
ment behaviour and infrastructure planning, we combine an agent-based
simulation model to explain camp expansion patterns with optimisation
models for facility location. Figure 3 provides an overview of three main
modelled processes: camp expansion, healthcare use and the creation of
new facilities (along with their location), and the interplay of behaviour and
planning. The camp expansion and healthcare use cover refugee behaviour,
whereas the facility creation falls under the realm of planning and policy
problems. By connecting both realms, we can analyse how they interact.
The source code of all models and the underlying datasets are available on
GitHub: https://tinyurl.com/RefugeeSettlement.

The refugee decisions on shelter locations and healthcare provider deci‐
sions on healthcare facility locations are implemented in an agent-based
model to study the emergent camp expansion. Various scholars acknowl‐
edge that the emergence of camps should be regarded as a process (Augusti‐
jn-Beckers et al., 2011; Ligmann-Zielinska & Sun, 2010). Therefore, the
design of a camp should also be viewed as a process with no definite end
state (Kennedy, 2008), which is reflected in the process diagram in Figure
3. Okyere et al. (2021) add that this process can be understood in terms
of refugee settling choices. Hence, the emergence of the camp, resulting
from the collective behaviour of all agents, can be researched through
experiments in an agent-based model (Anderson et al., 2006). Our model
follows earlier studies on the formation of informal settlements (Collins &

7 https://reliefweb.int/report/bangladesh/bangladesh-humanitarian-response-plan-sept
ember-2017-february-2018-rohingya
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Frydenlund, 2016; Hofmann et al., 2015; Suleimenova et al., 2017). These
models are effective in imitating settlement behaviour but neglect how
the settlement choices were affected by the presence or lack of access to
infrastructure, such as healthcare facilities (Hofmann et al., 2015).

To understand the impact of digital tools for planning and decision
support, two different optimisation approaches are tested as tools to sup‐
port the location decision health facilities: facility location optimization
problems, and p-median and maximum coverage problems. Increasingly,
approaches to support or even automate decisions are introduced in crisis
management and humanitarian crisis response (Comes, 2024; Coppi et al.,
2021). While there is a discussion on the use of principles, trustworthy,
transparent, or explainable tools or AI, the implications of using different
optimisation approaches have barely been explored.

Determining the (best) location of healthcare facilities falls under the
category of facility location problems (FLPs), optimisation problems that
involve a location decision for a facility that serves a number of demand
centres with a certain demand level for the lowest possible effort or cost
(Melo et al., 2009). Facility location decisions can be used to assess the
location of a camp as well as the specific location of separate facilities
within a camp, such as medical or educational facilities (Cilali et al., 2021).

Flow diagram of the three main processes: camp expansion,
healthcare usage, and creation of new healthcare facilities

Figure 3.
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To analyse the implications of using different digital tools, we here use
the p-median and the maximum coverage problems, which are prominent
approaches in location planning for humanitarian logistics (Ayudhya, 2020;
Balcik & Beamon, 2008; İbrahim Miraç & Eren, 2020). For a recent review
of humanitarian facility location problems under uncertainty, see Dönmez
et al. (2021). Therefore, we investigate their implications to understand
the choice of algorithm for infrastructure planning under uncertainty. The
p-median approach aims to minimise the average demand-weighted travel
distance, in our case, between shelters and healthcare facilities. The maxi‐
mum coverage approach aims to maximise the number of shelters covered
by the capacity of a healthcare facility. Here, we use a radius of 400 m.

To understand the influence of uncertainty, we test whether using pre‐
dictions about future camp expansion based on the settling preferences
of refugees improves the results of the planning algorithms. If future pre‐
dictions are used, healthcare providers can adapt their location decisions
to the settling preferences of refugees. Simultaneously, the placement of
new facilities designed for expected camp expansion can affect the settling
choices of refugees. This interplay is analysed in this research and applied
in an approach for decision-making on healthcare facility locations.

The effect of location decisions is measured in the accessibility of health‐
care facilities. While we acknowledge that there are many social, cultural,
and financial factors that determine access to healthcare (Dawkins et al.,
2021), we focus here primarily on physical factors: capacity of the facility
and waiting and travel times as primary barriers that are especially relevant
in refugee settlements (Aylett-Bullock et al., 2022). The accessibility is de‐
termined using four indicators: (i) the travel distance between shelters and
healthcare facilities, (ii) the ratio of refugees allocated to a healthcare facili‐
ty that has sufficient capacity to cover all allocated demand, (iii) capacity
shortages across all facilities, and (iv) the ratio of patients who are waiting
for treatment over the unused capacity. These first two indicators measure
the accessibility of healthcare, and the latter two provide insight into the
distribution of healthcare facilities throughout the camp.

4. Results: The interplay of refugee behaviour and location decisions

Regarding the location decisions of healthcare providers, both location
optimisation methods have been found to be effective in achieving accessi‐
ble healthcare for the camp inhabitants in terms of Sphere standards. For
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the p-median problem, refugees are mostly not adapting their settlement
choices successfully: their settling choice to the located healthcare facilities
does not improve the overall accessibility of healthcare facilities. For the
maximum coverage problem, adapting settling choices by refugees increas‐
es the accessibility of healthcare facilities.

Impact of future predictions on KPIs when the focus lies on
maximising equal allocation of healthcare for all shelters (max
coverage problem)

Figure 4.

Where will they settle?

183
https://doi.org/10.5771/9783748947585, am 09.04.2025, 13:28:31
Open Access –  - https://www.nomos-elibrary.de/agb

https://doi.org/10.5771/9783748947585
https://creativecommons.org/licenses/by/4.0/
https://www.nomos-elibrary.de/agb


Impact of future predictions on KPIs when the focus lies on
minimising the average travel distance to healthcare facilities (p-
median problem)

Figures 4 and 5 show the difference between the results when distinguish‐
ing between the models that take future camp expansion into account while
placing facilities (orange lines), the models that do not consider future
expansion (blue lines) for the p-median problem (Figure 5), and the maxi‐
mum coverage problem (Figure 4). For each algorithm, the indicator that
is subject to the optimisation shows bigger fluctuations when future predic‐
tions are included. In Figure 5, this can be seen in the average distance
results, and in Figure 4, this can be seen in the average coverage results.

Interestingly, including future predictions does not seem to lead to a
significant improvement in the results. Moreover, the average distance be‐
tween facilities and shelters is much higher with predictions for the p-me‐
dian problem: the distance stabilises between 400 and 500 metres, while
the model without future predictions returns results between 250 and 400
metres. For the maximum coverage problem, there is no such significant
difference found.

This finding implies that when refugees can choose a location to settle
upon arrival in a refugee camp, facility location optimisations improve
when taking expected camp expansion into account. Thus, the expected
camp expansion should be determined based on the settling preferences
of refugees. However, if refugees cannot choose their settling location, the
inclusion of expected camp expansion in the facility location optimisation

Figure 5.
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does not improve the resulting accessibility of healthcare facilities. In other
words, if behavioural uncertainties exist and shape the expansion of the
camp, the results improve when these uncertainties are integrated into the
model.

Naturally, behaviour is associated with uncertainty. Therefore, our next
experiment explores the role of prediction accuracy in the results. Figure 6
shows the impact of predictions about future camp expansion with high or
low prediction accuracy. The number of predicted shelters always equals 20
in these runs. It appears that a higher prediction accuracy can decrease the
average distance in both algorithms. This effect is small for the p-median
problem but is considerable (around 10%) for the maximum coverage prob‐
lem. Simultaneously, the ratio of waiting patients over the unused capacity
is slightly higher in the models with 100% prediction accuracy. This result
means that the number of waiting patients is slightly higher or that the
unused capacity is lower in these models.

Effect of varying the prediction accuracy of new shelters while
optimising facility locations for both algorithms and varying levels
of accuracy and uncertainty

5. Conclusions

This research represents a first attempt to explore the interplay between
refugee behaviour and health facility location decisions in refugee settle‐

Figure 6.
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ments and review the role of digital tools and planning algorithms and the
impact of foresight. We first showed that the choice of algorithm, especially
the ambitions and objectives that the algorithm represents, has a major
impact on access to infrastructure and also on the expansion and growth of
a settlement (Figures 4 and 5). Second, we show that taking into account
behavioural uncertainty matters, especially if populations have freedom of
choice. Third, Figure 6 shows that prediction accuracy has a significant
influence, especially on travelling distances.

The findings directly highlight the importance of considering settlement
choices made by refugees in optimising healthcare accessibility. By using
two of the most popular facility location algorithms in humanitarian prob‐
lems (p-median and maximum coverage), we also show that the choice
of the specific optimisation algorithm has an important impact on perfor‐
mance. In sum, these results show that the digital tools (algorithm chosen
and foresight accuracy) impact the quality of access and the emergence of
camp infrastructures, as highlighted in Figure 7. This result is especially im‐
portant given the current move in the humanitarian sector to increasingly
use digital tools to support or fully automate decisions (Comes, 2024).

On the role of digital algorithms and planning tools in social-
technical systems

This study has some limitations that warrant further investigation. Future
work could explore scenarios and contexts and examine alternative strate‐
gies for healthcare facility location optimisation. Additionally, incorporat‐
ing a broader range of healthcare quality and performance indicators,

Figure 7.
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exploring dynamic capacity considerations, improving the accuracy and
complexity of predictions for camp expansion, and adding additional vital
infrastructures would enhance the modelling framework.
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Digital sovereignty as an ill-structured (or wicked?) problem

Christian Herzog*, Daniela Zetti*, and Robin Preiß
*Both the first and second authors contributed equally

Abstract: In this chapter, we discuss digital sovereignty as an ill-structured
problem negotiated within democratic and participative discourses in pub‐
lic and private organisations. We argue that even though ill-structured
problems describe challenges that cannot be solved in a formally structured
way, tensions between knowledge and practice within discursive attempts at
solutions and theoretical foundations may gradually lead to (increasingly)
well-structured problem formulations. We first invoke Herbert Simon’s
analytical take on ill-structured problems to then apply the concept to digit‐
al sovereignty, the conception of which oscillates between the individual
and the collective (inter-)national level. In light of issues and transgressions
related to digital practices in violation or absence of digital sovereignty,
however, we voice a call to resiliently pursue and engage in spaces of negoti‐
ations rather than succumbing to defeatism. Identifying digital sovereignty
as an ill-structured problem can only emphasise the relevance of attempts
to determine whether a transformation into a well-structured problem is
possible. Accordingly, we contend that the discourse about digital sover‐
eignty confirms an ‘ill-structured problem’ as a timely analytical term that
helps enhance our understanding of problems shaped by the conditions of
(digital) societies.

Keywords: digital sovereignty, ill-structured problem, wicked problem,
democratic discourse, digital societies, digital transformation

1. Introduction

Digital sovereignty is often expressed as a nation or community’s capacity
for digital self-determination (Pohle & Thiel, 2020). Digital sovereignty is,
as Keysar et al. (2012, p. 371) put it:

a prescriptive normative term to describe various forms of autonomy,
self-determination and independence in relation to digital infrastruc‐
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tures, technologies and data. While territorial perspectives on the term
are prevalent, understandings of digital sovereignty as digital self-de‐
termination and autonomy through collective control are increasingly
articulated by civil society entities and social movements.

However, protecting citizens from the repercussions of digital transforma‐
tion – especially in terms of preserving the capacity for self-determination
– needs framing within contexts associated with caring for individual cit‐
izens’ digital sovereignty. The individual and the territorial concepts are
intimately and intricately connected (cf. Floridi, 2020). It is not yet entirely
clear how approaches to preserve one contribute to safeguarding the other
– and even if it would be – possible enactments involve several public and
private stakeholders and powerful actors. Floridi (2020) portrays citizens
and residents as being caught in the middle:

Today, the fight is … over corporate and political power over the digital,
yet the roots of this clash are very old. But most importantly … whoever
will win the fight for digital sovereignty will determine the lives of all
people on both sides of the digital divide. (p. 377)

Digital sovereignty is a complex topic involving power plays among re‐
sourceful multinational enterprises, public administration officials, and cit‐
izens, including political minorities and marginalised and disproportionally
affected, yet mostly powerless, communities (Birhane, 2021; Bory & Zetti,
2022; Heikkilä, 2022). The topic is difficult to understand, explain, and
contribute to by academia, non-government actors, industry, and – perhaps
above all – individual citizens and residents. Debates on linguistic terms
structure discourses favouring one party or another (cf., e.g. Fetzer, 2013).
Emphases on the territorial meaning of digital sovereignty may hence draw
attention from the representational deficit suffered by minorities and mar‐
ginalised communities despite their epistemic privilege to voice legitimate
concerns (cf. Bar On, 1992).

This chapter contributes to dissolving a potentially dichotomous inter‐
pretation, where one side may claim superior significance and discursive
dominance over the other. Digital sovereignty can neither be solved as
an exclusively (inter-)national nor as an individual problem, leading us
to conceptualise the issue of digital sovereignty as a wicked – an ill-struc‐
tured – problem. Ill-structured problems lack a clear definition. They
are open-ended, and epistemic iterations are required to arrive at a more
precise formulation of the problem or related sub-problems. From an inter‐
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disciplinary, ethical-historical perspective, we will attempt to render this
conceptual understanding of the digital sovereignty discourse conducive to
addressing and mitigating epistemic injustice (cf. Fricker, 2007). The notion
of the ill-structured problem bears options for making all voices heard
inclusively. We understand digital sovereignty as an issue that requires
constant and shared deliberation, and we ask how actors can be empowered
to contribute.

By evoking digital sovereignty as an ill-structured problem that requires
an iterative approach to epistemically advance in understanding its nature
and potential solution, we would like not to be mistaken as stating that a
proper way to advance is to just go ahead by trial and error. There is too
much at stake, as irretrievable attempts at implementations could lead to
sustained power asymmetries. Instead, we offer a hopeful perspective: By
understanding digital sovereignty as an ill-structured problem, we argue
that pursuing digital transformation guided by proper inclusive delibera‐
tion will gradually lead to an understanding. We will primarily be adopting
the notion of an ‘ill-structured problem’ as originally proposed by Herbert
Simon (1973), rather than referring to ‘wicked problems’, which may be
deemed synonymous but carry with them the idea that they are problems
so severe that any attempt at a solution is futile. Or as Sandra Batie (2008,
p. 1,176) puts it: ‘wicked problems tend to be intractable’.

The paper is structured as follows: Section 2 introduces a historical
perspective on so-called ill-structured problems, the concept’s emergence,
and recent adaptations. This section elucidates the core characteristics of
ill-structured problems, which we will then apply to analysing the discourse
around digital sovereignty in section 3. Section 4 draws conclusions and
points to future work on understanding the strife to enact digital sover‐
eignty as an ill-structured problem.

2. Ill-structured problems

From the beginning, Herbert A. Simon’s ‘ill-structured problem’ (ISP) has
been an analytical concept that allows for observing social problems in
a world shaped by technology. Simon was trained in social sciences in
the 1930s, which led him to work in such diverse fields as public adminis‐
tration, political science, computer science, psychology, sociology, and eco‐
nomics. Being a social scientist, Simon was also the founder of the Depart‐
ment of Computer Science at Carnegie Mellon University. He published
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extensively on the topic of decision-making and problem-solving in ‘mod‐
ern’ organisations. In 1973, he published a paper entitled ‘The structure of
ill structured problems’ in a journal called Artificial Intelligence (Simon,
1973). At this time, Simon had been co-developing computer programs for
20 years and had developed many close contacts with computer scientists
(Crowther-Heyck, 2015).

In his 1973 seminal paper, he described a concept he witnessed emerging
as a by-product of the ‘well-structured problems’ (WSPs) that mathem‐
aticians and computer scientists were producing. They were eager to define
problems that then could be handed over and processed ‘autonomously’ by
computers in nicely structured ways. Yet, according to Simon, something
else always remained – something was left over while structuring problems
for automated processing, a residual. The ‘ill structured problem’ (ISP) is
a residual concept. An ISP is usually defined as a problem whose structure
needs definition in some respect. More simply, a problem is an ISP if it is
not a WSP (Simon, 1973, p. 181).

The observation that there is such a thing as a residual of the unstruc‐
tured problem led Simon to conclude that it was impossible to draw a
sharp boundary between ISPs and WSPs. The computer’s way of solving
problems fundamentally affected the (human) perception of human prob‐
lem-solving: ‘The boundary between well structured and ill structured
problems is vague, fluid, and not susceptible to formalization. Any prob‐
lem-solving process will appear ill structured if the problem solver is a
serial machine’ (Simon, 1973, 181). Simon emphasised that this was good
news. Computing sciences were obviously capable of handling the emer‐
ging fluid boundaries by readjusting to the ‘external real world’, by testing
feasibilities, and by elaborating the details of a plan. There was no need to
‘introduce mechanisms that are qualitatively different from the ones already
introduced in artificial intelligence schemes’ (Simon, 1973, p. 200).

Simon was convinced that technological progress would not inhibit
computer scientists from actually – if unknowingly – solving ISPs. ‘There
appears to be no reason to suppose that concepts as yet uninvented and
unknown stand between us and the fuller exploration of those problem
domains that are most obviously and visibly ill structured’ (Simon, 1973, p.
200). In the end, Simon disproved the assumption that pure WSPs existed:
computer scientists always had worked and would work on ISPs.

Since 1973, computing technology has developed in hitherto unpreced‐
ented ways. Standalone machines in computing centres soon would give
way to computing networks. So-called personal computers entered house‐
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holds, and – last but not least – artificial intelligence (AI) has become
a ubiquitous technology. While we should still agree that pure scientific
and technological formalisation is fiction, we should also ask: Is Simon’s
optimism about future developments still appropriate? There are good
reasons why it could be outdated. Perhaps computer scientists did not
follow Simon’s advice to rely on problem-solving skills to compensate for
computing’s by-effects? Maybe human problem-solving skills stagnated?
Are computers still organised in the same way they once were? It might
even be that the ‘real world’ in which computers operate and adapt has
changed dramatically.

How has Simon’s concept of the ISP developed? For some decades now,
it has been adapted and refined by social scientists. Here are three recent
definitions. In 2011, ethicists of technology van de Poel et al. built on and
departed from the concept of WSPs and thus from the same point as
Simon. But their interpretation also emphasises a) the definition of the
ISP and b) the process of problem-solving as an open condition that
iteratively defines and transforms the ISP into a WSP:

Whereas well-structured problems (such as basic arithmetical calcula‐
tions) usually have clear goals, fixed alternatives to choose from, usually
maximally one correct answer and rules or methods that will generate
more or less straightforward answers, ill-structured problems have no
definitive formulation of the problem, may embody an inconsistent prob‐
lem formulation, and can only be defined during the process of solving
the problem. (Van de Poel et al., 2011, p. 136)

Ge et al. recently highlighted the process of learning and the cognitive and
communicative skills involved in iterative problem-solving:

Although ill-structured problem solving and well-structured problem-
solving share similarities, problem solvers need to rely more on metacog‐
nitive skills in solving ill-structured problems, especially in interpreting
the state or essence of the problem, defining the goals of a problem, com‐
paring and selecting solutions, and generating defensible arguments. In
addition, solving ill-structured problems takes more iterations between
various processes in comparison to solving well-structured problems.
(Ge et al., 2022, p. 97)

In another article, Love (2015) asks ‘Why Herbert Simon matters for policy‐
making’. Ill-structured problems, or similarly, ‘wicked problems’, refer
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to questions like climate change, immigration, international trade and
so on. … no agreement exists about what the problem is. Each attempt
to create a solution changes the problem. The solution is not true or
false – the end is assessed as ‘better’ or ‘worse’ or ‘good enough’. The
problem changes over time. … Solution(s) to the problem is (are) based
on ‘judgments’ of multiple stakeholders. The problem is associated with
high uncertainty as to system components and outcomes. There are no
shared values with respect to societal goals. (Love, 2015, p. 930–931)

Love heavily emphasises the difficulty of even defining (i.e. agreeing on)
the problem, the openness of problem-solving processes, and, last but
not least, the multiple perspectives involved in processes that can result in
agreements but do not have to. Love fuses Simon’s ISP with the similar
notion of the ‘wicked problem’, first introduced by Horst Rittel and Melvin
Webber in 1973 (Gruendel, 2002; Hou et al., 2022; Oswald, 2022; Reznich,
2017; Rittel et al., 1973). Rittel and Webber reflected on problems that char‐
acterised planning processes and expert knowledge vis-à-vis the general
public. For professionals, there were no more ‘easy problems’ to solve:

The streets have been paved, and roads now connect all places, houses
shelter virtually everyone, the dread diseases are virtually gone, clean
water is piped into nearly every building, … and so on. … But now
that these relatively easy problems have been dealt with, we have been
turning our attention to others that are much more stubborn. The tests
for efficiency, that were once so useful as measures of accomplishment,
are being challenged by a renewed preoccupation with consequences for
equity. (Rittel et al. 1973, p. 156)

In parallel to Herbert Simon, Rittel and Webber developed a concept to
reflect on and optimise the relationship between technology and society.
Their account today reminds us that history is sometimes a wicked pro‐
cess: problems solved bear new problems. Some problems persist. ISPs and
wicked problems – analytical categories to describe social problems – are
such persisting problems. There is no ‘solution’ to social problems, Rittel
and Webber insist: ‘Social problems are never solved. At the best, they are
only re-solved – over and over again’ (Rittel et al. 1973, p. 160). While these
problems are not well-structured, in the words of Herbert Simon, they are
nevertheless intimately linked with acts of formulation, communication,
and negotiation: ‘The formulation of a wicked problem is the problem.
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The process of formulating the problem and of conceiving a solution (or
re-solution) are identical’ (Rittel et al. 1973, p. 161).

What can we take away from these conceptual works? ISPs and wicked
problems are both analytical terms for social problems in societies charac‐
terised by technology. The focus is on the fact that only the treatment of
a problem makes a definition possible. Authors today point out that the
definition and treatment of a wicked problem or ISP does not have to
be based on unity to resolve the problem. It is Herbert Simon, sitting in
the shadow of a computer that back then, in the mid-20th century, was
conceived to be accurate to the highest degree, who insisted that well-struc‐
tured and ill-structured problems are neither identical nor do they resemble
antagonistic poles. Instead, they share a ‘boundary’ that ‘is vague, fluid, and
not susceptible to formalization’ (Simon, 1973, p. 181). Acknowledging this
fluidity seems to be the precondition for further thoughts, negotiations, and
acts.

3. Digital sovereignty as an ill-structured problem?

Digital transformation is one of the most pressing concerns of Western so‐
cieties today. Many quantitative and qualitative advances are expected and
hoped for, especially by introducing digitalisation into public administra‐
tion systems (cf. Twizeyimana & Andersson, 2019). In addition, a shortage
of skilled workers (cf. Müller, 2023), reduced public spending capacities
(Gründler et al., 2023), and an obligation to responsibly allocate taxpayers’
money may all seem to necessitate an increase in digitally supported and
automated processes – at least in Germany. However, it has become clear
that the introduction of digital means (AlgorithmWatch & Bertelsmann
Stiftung, 2019), such as artificial intelligence (AI)-based algorithms in so‐
cial welfare allocation (Heikkilä, 2022; Oravec, 2019), digital interfaces for
interacting with public administration (Preiß et al., 2023), and predictive
analytics for supporting police work (Amnesty International UK Section,
2018) all have the potential to put citizens’ autonomy and flourishing at
risk (Mittelstadt et al., 2016). Protecting citizens from these repercussions
of digital transformation – especially in terms of preserving the capacity for
self-determination – is often framed within contexts that are also associated
with caring for individual citizens’ digital sovereignty.

Digital sovereignty is commonly interpreted as referring to a state, an
economy, or an individual’s autonomous control over digital means and
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data, as well as over the structures and practical ways of governing them
(Floridi, 2020; Moerel & Timmers, 2021). A recent scoping review by
Müller et al. (2022) highlights the various interpretations and aspects
of digital sovereignty and their interaction with individuals, collective
actors, and structures. Their analysis of almost 50 scientific papers and
non-scientific position papers shows that many interpretations of digital
sovereignty focus on competencies such as self-determination and control
but also on decision-making ability, security, autonomy, independence,
participation, and co-creation (Müller et al., 2022, pp. 17–22).

Generally speaking, digital sovereignty is about being able to make con‐
crete decisions based on, about, or with the digital. Even though this may
be an apt synthesis of the different descriptions found in the literature (e.g.
Floridi, 2020; Lambach & Oppermann, 2022; Moerel & Timmers, 2021;
Pohle & Thiel, 2020; Wessel et al., 2023), it is also insufficient, for it is pre‐
cisely the distinction between a state and an individual’s digital sovereignty
which appears to be fluid. For instance, by introducing the concept of cy‐
berspace sovereignty, Couture and Toupin (2019) have indicated that fixing
digital sovereignty to a nation’s boundaries appears inherently complex,
perhaps even problematic. They have further disambiguated the digital sov‐
ereignty of social movements, Indigenous communities, and individuals,
suggesting that these taxonomies – though indeed useful in discourses
to highlight the needs of disproportionally and often negatively impacted
marginalised groups – may amount to almost arbitrary stratifications of the
concept.

To be clear, in this chapter, we are not pursuing a single, unifying per‐
spective on digital sovereignty out of the motivation to consolidate and
structure its associated discourse in some particular way. This may be
regarded as a fruitful undertaking (cf. e.g. Pohle & Thiel, 2020, 2021), but it
is not ours. Rather, we would like to take an outside view, comment on the
digital sovereignty discourse, and hopefully suggest an insightful perspect‐
ive that is primarily inspired by Herzog and Zetti’s (2022, p. 10) observation
that ‘often sovereignty about the digital is, in fact, a prerequisite for the
realisation of sovereignty via the digital’. In fact, we would like to even
regard sovereignty about and via the digital as co-requisites, meaning that
we deem sovereignty in deciding over and sovereignly engaging with digital
matters to be intimately connected. The latter, of course, also includes the
need for individuals to be empowered to aptly apply digital tools as means
conducive to their political sovereignty. Both Pohle and Thiel (2020) and
Bekkers and Zouridis (1999) have criticised how modern approaches to the
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digital transformation of public administration often treat citizens as con‐
sumers, undermining their political engagement. In turn, Funke (2022, p.
190) surmises that ‘public services in the digital era require that citizens as
customers become the focal point of administrative activities, supplanting
administrative traditions that were centered around the state’s own needs
and intrinsic logics’. This begs the question: What is digital sovereignty
about – the state or the citizen’s needs? Or is – and should – there be a
difference? We suggest that this discourse and many others highlight the
intricate but subtle correlations between digital and political sovereignty
both on an individual and national scale.

Especially when going further along the lengths of the digital transforma‐
tion, we postulate that, at least to some degree, we cannot and should not
have one without the other: national and individual concepts of digital
sovereignty are intimately connected. The fact that emphases in addressing
digital sovereignty oscillate between the national and individual interpreta‐
tion (Pohle, 2020) adds to this suspicion. In addition, scientific and political
communities are discussing an aspect that is both highly relevant and is
to be enacted in an ever-changing environment. The digital transformation
more than just casts its shadow – it already has had a tangible impact
and, at the same time, remains inherently open-ended. For example, people
can only decide to share their data if they understand the importance and
possibilities of general data use. However, it should be noted that managing
your data protection is only possible to a limited extent, following Solove’s
(2020) observation, for example, that ‘even totally rational people can’t
succeed at privacy self-management’ (p. 27). Therefore, infrastructure regu‐
lations must ideally be congruent with citizens’ demands, digital skills, and
needs and should, hence, be designed accordingly.

Perhaps it is only in an idealised setting that individual and national
digital sovereignty can be genuinely separate. For instance, at the very
outset of digitally transforming some aspect of our lifeworlds, we may be
in a position to autonomously decide whether to pursue the introduction
of some specific digital technology or not. However, even then, society –
and by this, we refer to non-expert citizens most commonly – will not be
entirely sure about what it is getting into. Vallor (2016) denotes this kind
of inability to assess, and perhaps even envision, the socio-ethical impact
of technologies as socio-technical opacity and attests to our 21st-century
societies suffering from it. While Vallor takes this to be valid grounds for
refuting utilitarianism in favour of a virtue ethics approach more broadly,
we would like to acknowledge this assessment in light of the digital sover‐
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eignty discourse. Society’s inability to predict the implications of its own
transformation basically prompts it to establish ways to continually assess
what kind of digital transformative activities best suit its democratic ideals.
Now that societies have already arrived at digital realities, we may have to
adjust our conceptual and societal understanding of the precise meanings
and implications that digital sovereignty carries with it. Digital sovereignty
as an ill-structured problem refers to uncertainties and openness created
through and shaped by decision-making processes with stakeholders that
‘are likely to have differing ideas about what the “real” problem is and what
its causes are’ (OECD, 2017, p. 29).

The quest for digital sovereignty hence shows the basic features of an
Ill-structured problem – we can only begin to fathom a more concise nature
of the problem as we attempt to solve it. Disappointing as this is from
an ethical perspective adhering to a rational foundationalist approach (cf.
Whitbeck, 2011), it is also a call to action to continuously and tirelessly
address the most pressing and current issues – and adopt a design approach
to the digital transformation that carefully weighs the implications on ques‐
tions of sovereignty (cf. Dorst and Royakkers, 2006). As national concep‐
tions of digital sovereignty have guided the introduction of algorithmic
techniques – mainly under the auspices of more efficient public spending
(Dobrolyubova et al., 2019; Finger & Montero, 2021), disastrous failures
affecting the most vulnerable, e.g. children (Heikkilä, 2022), the unhealthy
(Obermeyer et al., 2019), and ethnic or other minority groups (Bélanger
& Carter, 2006; Rosenberg, 2019), highlight the need to realign practices
in advancing the digital transformation and promoting digital sovereignty
towards solving issues for minorities or even for the disproportionally
affected (e.g. Birhane, 2021). Without individual digital sovereignty that
could amount to the effective notification of the algorithmic processing
at play, the right to object to these practices, the right to demand human
reevaluation on principle, as well as proper rights to an explanation of the
conditions and parameters that influenced an algorithmic decision – and
how, vulnerabilities amount.

The case documented extensively by Hadwick and Lan (2021) is cau‐
tionary: administrative practice made it possible for the algorithmically
mediated detection of benefit frauds to harm thousands of families. This
case – the so-called ‘toeslagenaffaire’ – shows how a deterministic stance
on techno-solutionism challenges citizens’ digital sovereignty in multiple
ways: The scandal did not just involve a reliable algorithm corrupted by
administrative malpractice. Nor did it simply involve a biased algorithm.

Christian Herzog, Daniela Zetti, and Robin Preiß

200
https://doi.org/10.5771/9783748947585, am 09.04.2025, 13:28:31
Open Access –  - https://www.nomos-elibrary.de/agb

https://doi.org/10.5771/9783748947585
https://creativecommons.org/licenses/by/4.0/
https://www.nomos-elibrary.de/agb


Instead, the scandal illustrates how a strong but ultimately unjustified belief
in algorithmic efficiency encouraged less tolerance towards presumptive
fraudsters, including ‘a lack of transparency of the norms regulating the
algorithm’ and ‘the impossibility for welfare recipients to access the data re‐
tained by the administration’ (Hadwick & Lan, 2021, p. 625). Hadwick and
Lan (2021, p. 614) conclude: ‘The assumption that it makes no difference to
individual taxpayers whether a task is carried out by a human agent or an
AI system, as often claimed by EU tax administrations is proven false by the
toeslagenaffaire’.

Still, regional governments may focus on covering as much ground
as possible in the pursuit of digitalisation with proclamations ‘to leave
nobody behind’ being but shallow lip service as concrete actions are lack‐
ing. Take, for instance, Germany’s call in Schleswig-Holstein for digital
– first and only – as the principle in the e-government transformation
(AöR & Schleswig-Holstein, 2023). This digital strategy firmly interprets
digital sovereignty as independent of big-tech multinationals. However
disappointing this may seem for big-tech multinationals and, more import‐
antly, considering caring for those at risk of being negatively affected, it may
be understandable from the perspective of a region that is trying to make
headway and has, admittedly – to our knowledge, avoided failings anywhere
near as dramatic as the Dutch children’s welfare scandal (Heikkilä, 2022).
A country’s ability to commission, develop, maintain, and modify its digital
solutions is an essential prerequisite to keeping it this way. Reviving the
concept of sovereignty in this light can be called a minimum programme
that allows the state as a sovereign to uphold basic functionalities.

We do not intend to suggest that we should make up our minds as we
go along by analysing digital sovereignty as an ill-structured problem. How‐
ever, only experience from implementing technological advances allows us
to understand the potentialities both in the negative and positive sense,
forcing us to realign our ethical priorities. Hence, we believe that by embra‐
cing digital sovereignty as an ill-structured problem, we are guided to do
three things:

We should look for experiences made with digital technologies beyond
our regional, national, and cultural boundaries, evaluate similarities and
risks, and learn from them.
By considering the limitations of our own experience with the matter, we
should recognise the need for inclusive deliberation involving a wide
range of communities.
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Acknowledging the endeavour’s ill-structuredness keeps one alert. It
raises the significance of a continuing debate about the direction actors
are taking and reminds one to be wary of adhering to overly reduction‐
ist concepts that risk diverting attention from the more intricate and
detailed socio-ethical impacts that are likely to occur.

4. Conclusions

Our analysis of digital sovereignty discourses supports Gruendel (2022,
p. 205), who observes that the term ‘wicked problem’ historically ‘points
us to moments when the relationship between technocratic and democratic
elements of modern institutions was at stake’. She notes that today, the
concept continues to alert ‘us to the unsettled roles of expertise and of
public participation in political decision-making, particularly in ostensibly
democratic systems’ (Gruendel, 2022, p. 205). Gruendel, therefore, sees
knowledge, understood non-exclusively as knowledge in its different forms,
in the centre of ‘wicked’ governmental processes.

To this, we can add that reflections on digital sovereignty can gather mo‐
mentum whenever they tackle the principle-to-practice gap, i.e. when they
address the challenge of working in the trading zone that opens between
(inter-)national and individual negotiations. Knowledge and practice need
not go hand in hand, but they are not opposite poles per se. Herbert
Simon’s highly analytical work can help researchers and practitioners re‐
main attentive and sensitive to those fluid and vague boundaries between
ill-structured and well-structured problems. Our contribution shows that
the exploration of these boundaries and the future openness they bring
about is a research desideratum. Acknowledging that digital societies have
a history that includes individual and collective experiences can eventually
help explain uncertainties and shape the future.

Finally, a thought on the wicked or ill-structured problem is tested
and sharpened using the example of discourses on digital sovereignty. Both
concepts are analytical, intended as heuristic tools that are nonetheless
social and real. Neither an ISP nor a wicked problem is a ‘tricky thing’.
Their inventors were concerned with issues that were not easy to formulate,
and they believed that this was precisely why social opportunities opened
up. The term ill-structured seems more suitable for us to convey this than
the term wicked problem, which is close to defeatism. This is (again) not a
problem per se, but it does run the risk of opening additional gaps.
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In light of the issues and transgressions we highlighted that are related
to digital practices in violation or the absence of digital sovereignty proper,
we voice a call to resiliently pursue and engage in spaces of negotiations
rather than succumbing to defeatism. Identifying digital sovereignty as
an ill-structured problem can only emphasise the relevance of attempts
to determine whether a transformation into a well-structured problem
is possible. Ill-structured problems may even require transdisciplinary ap‐
proaches due to individual actors or groups’ limited epistemic privileges
and horizons. It appears that this insight is close to being a truism in
sustainability science – the science and practice of digital transformations
can only learn from that. Accordingly, we purport that the discourse about
digital sovereignty confirms the ‘ill-structured problem’ as a timely analytic‐
al term that helps enhance our understanding of problems shaped by the
conditions of (digital) societies.
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Shaping AI (more) sustainably. Socio-technological perspectives
on AI infrastructures

Anne Mollen and Sigrid Kannengießer

Abstract: In the field of Machine Learning, a growing body of research re‐
veals and analyses the negative ecological effects of generative AI, especially
its contribution to climate change via carbon dioxide emissions that result
from generative AI training. Moreover, such analyses also consider partly
how to reduce these effects. However, beyond carbon emissions, the field
rarely acknowledges further ecological, economic and social consequences
of the production and use of generative AI. In the social sciences and
humanities, the socio-ecological-economic effects of generative AI and sus‐
tainable ways of shaping AI infrastructures thus far constitute only a minor
research area. But the question of how generative AI infrastructures can
be sustainably shaped demands a social science perspective. AI infrastruc‐
tures include not only technological devices, such as servers, cables, data
centres and consumer apparatuses on which generative AI is used. Also,
all actors engaging in social practices that shape AI infrastructures must be
considered. Focusing on the practices that shape AI infrastructures, there‐
fore, can not only help to understand how these structures are currently
shaped and why they cause tremendous socio-ecological-economic effects,
it also has the potential to recognise attempts to shape AI infrastructures
(more) sustainably and to conceptualise practices that would allow for
sustainable production and use of generative AI. Therefore, using a sustain‐
ability perspective, our theoretical reflection develops a socio-technological
concept of AI infrastructures. Firstly, it points to the socio-ecological effects
of the production of AI infrastructures. Secondly, it also discusses how AI
infrastructures can be shaped more sustainably. The underlying theoretical
assumption is that AI infrastructures come into being through social prac‐
tices that can be altered towards sustainability.

Keywords: artificial intelligence, sustainability, social practices, digital in‐
frastructures, social sciences
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1. Introduction

In the field of Machine Learning, a growing area of research reveals and
analyses the negative ecological effects of generative AI, especially its con‐
tribution to climate change via carbon dioxide emissions that result from
the training of the large language models (LLM) that form the basis for
generative AI applications. Moreover, this research considers how these
effects can be reduced.

However, the ecological, economic and social consequences of the pro‐
duction and use of generative AI, beyond carbon emissions, are rarely
acknowledged in this field. In the social sciences and humanities, the
socio-ecological-economic effects of generative AI, as well as ways of ad‐
dressing these consequences and thereby shaping AI infrastructures more
sustainably, thus far represent only a minor research area. But a sustainab‐
ility perspective—one that understands the term in the tradition of the
Brundtland report as social-ecological-economic justice (UN WCED, 1987)
with a clear social dimension to it—becomes crucially important in shaping
AI infrastructures. Thus, the question of how infrastructures of generative
AI can be shaped in a sustainable way is one that also demands a social
science perspective.

AI infrastructures include not only technological devices, such as servers,
cables, data centres and consumer apparatuses on which generative AI is
used, but also actors whose social practices shape these devices and AI
infrastructures, in general. Therefore, focusing on the practices that shape
AI infrastructures cannot only help to understand how these structures
are currently shaped and why they cause tremendous socio-ecological-eco‐
nomic effects, it also has the potential to recognise attempts to shape AI in‐
frastructures (more) sustainably and to conceptualise practices that would
allow for producing and using generative AI sustainably. Therefore, the the‐
oretical reflection presented here develops a socio-technological concept
of AI infrastructures by using a sustainability perspective. Pointing to
the socio-ecological effects of the production of AI infrastructures; it also
discusses how AI infrastructures can be shaped in a more sustainable way.
The underlying theoretical assumption is that AI infrastructures come into
being through social practices that can be altered towards sustainability.

To develop this argument, we will first sketch the interdisciplinary re‐
search field of sustainable AI. Second, we will develop a socio-technological
concept of AI infrastructures, stressing the relevance of all actors and prac‐
tices shaping these structures. In doing so, we will use sociological practice
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theory, which has been used and further developed in media and commu‐
nication studies. Third, we argue that a socio-technological perspective on
AI infrastructures is necessary not only to understand generative AI, but es‐
pecially so when applying a sustainability perspective to AI infrastructures.
It allows an understanding of the socio-ecological-economic effects caused
by the production and use of generative AI and the attempts to shape AI
in a more sustainable way, as well as conceptualising practices that would
allow for producing and using generative AI more sustainably.

2. The interdisciplinary research field of sustainable AI

Currently, two strands of discussion on sustainable AI can be differentiated
(van Wynsberghe, 2021). One concerns the use of automation, especially
Machine Learning technologies, to reach sustainability objectives. The oth‐
er concerns the socio-ecological-economic impacts of AI systems them‐
selves and the question of how to shape AI more sustainably. As part of the
first discussion, researchers are, for instance, concerned with analysing the
environmental benefits of applying AI systems to achieve the Sustainable
Development Goals (Vinuesa et al., 2020), to save resources (Rolnick et
al., 2022), to perform complex distributional tasks (Klobasa et al., 2019),
as an element in environmental governance (Nishant et al., 2020), to give
some examples. With a strong political tail wind (UN DESA, 2021; World
Economic Forum, 2021), the discussion of the use of AI technologies for
sustainability objectives seems to be much more well-established than the
discussion on the sustainability impacts of AI technologies.

Nonetheless, in the field of Machine Learning, questions of sustainab‐
ility are increasingly taking shape as a distinct field of inquiry (Kaack
et al., 2022). However, it must be noted that environmental concerns, in
particular, are addressed here. Strubell and colleagues (Strubbel et al. 2019)
published a seminal analysis of the possibly immense emissions resulting
from the development and training of so-called transformer LLMs, which
currently form the basis for generative AI. Following this work, research
interest in sustainable AI increased, focusing mainly on environmental
impacts of LLMs such as BERT (Google, 2018), GPT-3 (OpenAI, 2020),
LLAMA (Meta, 2023) or similar models.

Publications have emerged that attempt to understand and quantify the
environmental impact of LLMs. In this regard, there have been publications
on the energy usage of different LLMs (Chowdhery et al., 2022; Patterson

Shaping AI (more) sustainably. Socio-technological perspectives on AI infrastructures

209
https://doi.org/10.5771/9783748947585, am 09.04.2025, 13:28:31
Open Access –  - https://www.nomos-elibrary.de/agb

https://doi.org/10.5771/9783748947585
https://creativecommons.org/licenses/by/4.0/
https://www.nomos-elibrary.de/agb


et al., 2021), statistics related to water consumption (Li et al., 2023; Mytton,
2021), emissions calculated over the life cycle of LLMs, including in the
production of hardware and inference/application (Luccioni, Viguier, et al.,
2022), attempts to measure system-level impacts of AI-related emissions,
especially in comparison with their potential sustainability benefits (Kaack
et al., 2022) and so on.

Based on these numbers and attempts to understand the environmental
impacts of AI systems, some publications have begun to address how to
improve environmental impacts, for instance by choosing training times
and locations based on environmental concerns (Dodge et al., 2022; Li et
al., 2023) or minimising datasets to reduce computing time (Menghani,
2023). Learning about the environmental impacts of Machine Learning
systems through this kind of research has led to the practical application
of ecological sustainability-oriented approaches in Machine Learning de‐
velopment (Luccioni, Mueller et al., 2022).

Thus, sustainability of AI so far has primarily been understood based on
Machine Learning heuristics. Van Wynsberghe (2021, p. 214), for instance,
describes sustainable AI as ‘a field of research that applies to the technology
of AI (the hardware powering AI, the methods to train AI, and the actual
processing of data by AI) and the application of AI while addressing issues
of AI sustainability and/or sustainable development’ over the life cycle of an
AI.

Here, the emphasis primarily falls on technical components and pro‐
duction logics (e.g. computing hardware, data sets, Machine Learning al‐
gorithms, computing) and the role they play in sustainability questions.
Although helpful as a structuring element, this approach has little analytic‐
al value for understanding processes and agency behind (un)sustainable
AI; it thus lacks the foundations for profound, socially oriented analyses.
Therefore, we argue for a socio-technological perspective on the life
cycle of generative AI, one that acknowledges not only the technological
components of the infrastructures of generative AI but also the actors and
practices that shape these technologies.

3. Socio-technological perspectives on AI infrastructures

Although the relationship between AI infrastructures and sustainability has
primarily been acknowledged as a technological matter within Machine
Learning discourses, it is crucial to acknowledge how AI infrastructures are
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shaped. This is not only to understand the socio-technological-economic
impacts of generative AI, but also attempts to shape AI (more) sustainably,
as well as to conceptualise and call for practices that allow for more sustain‐
able AI infrastructures.

In recent years, digital technologies and their infrastructures have be‐
come an established subject of study in communication and media research
(Flensburg & Lai, 2020; Gillespie et al., 2014; Parks & Starosielski, 2015;
Plantin & Punathambekar, 2019; Starosielski, 2014), engaging with per‐
spectives of science and technologies studies on information systems, as
well as information and communication technologies (Bowker et al., 2009;
Star & Ruhleder, 1996) and social constructivist approaches to media tech‐
nology and communicative infrastructures (Andersen, 2018; Christmann
et al., 2022). Within Human–Computer Interaction, such socio-technical
approaches have been reflected in the integration of human actors into the
analysis of digital technologies.

Although definitions of digital infrastructures still stress the relevance
of the backbone of the internet and understand infrastructures as a com‐
bination of consumer devices, network structures and server farms (Con‐
stantinides et al., 2018; Fox & Hao, 2017; Greenstein, 2020), defining infra‐
structures as a

‘substrate’ (i.e. something on which something else ‘runs’ or ‘operates’)
has long been criticised (Star & Ruhleder, 1996, p. 112). Infrastructure is
not a ‘thing’ that forms the basis for the internet; rather infrastructure is a
relational concept that becomes real in and through practices (Star, 2002,
p. 116).

These practices of ‘infrastructuring’ (Pipek & Wulf, 2009) are conducted
by designers, builders, maintainers or users of information systems who
shape infrastructures through their practices. A practice approach to infra‐
structures accordingly enables an analysis of how infrastructures come into
being and what kinds of manifestations (e.g. regarding inequalities) they
entail. This understanding applies also to infrastructures of generative AI
that come into being through social practices.

Sociological practice theory defines social practices as:

A routinised type of behaviour which consists of several elements, inter‐
connected to one another: forms of bodily activities, forms of mental
activities, ‘things’ and their use, a background knowledge in the form
of understanding, know-how, states of emotion and motivational know‐
ledge (Reckwitz, 2002, p. 249-250).
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In contrast to habits, practices are patterns of actions that are based on
knowledge and become routinised. Looking at AI systems, the question
then is: which practices design, build and maintain AI systems? These
practices can either be performed by human actors or executed by techno‐
logies, but looking at the question of who is responsible for shaping AI
infrastructures more sustainably, human actors become more relevant as
‘there can be no machines without humans to make them’ (Jasanoff & Kim,
2015, p. 8).

In communication and media studies, practices have been subdivided
into those in which actors are ‘acting with media’, meaning that media are
used as mediators, and those in which actors ‘act on media’, meaning that
media (as organisations, content and technologies) themselves are the focus
of action (Kannengießer & Kubitschko, 2017). ‘Acting on’ media refers to
practices in which ‘people consciously and actively seek to transform [me‐
dia] technologies and in doing so try to change not only the devices, but
also society’ (Kannengießer, 2020, p. 178). This conceptualisation, which
was formally developed for media, can also be applied to other technolo‐
gies, including AI, meaning that ‘acting with AI’ refers to those practices
that use AI for whatever purpose (e.g. sustainability) and ‘acting on AI’
refers to those practices through which actors consciously and actively (try
to) shape AI (e.g. shaping AI systems more sustainably). When examining
the sustainability of AI, it is these practices of ‘acting on AI’ that become
relevant.

4. Shaping AI infrastructures (more) sustainably

The proposed socio-technological perspective on AI infrastructures, based
on a practice approach, thus allows for answering questions on how AI
infrastructures can be shaped more sustainably. We can see such practices
already emerging in the very different ways of researching, developing
and using generative AI – partly reflecting the highly contested views that
currently exist on the technology. Two fundamentally different positions
are emerging in the discussions. On the one hand, there are those who
perceive existential but thus far hypothetical AI risks as the greatest danger
to humanity (AI safety/alignment). On the other hand, there are those
who give top priority to existing risks, such as bias and discrimination
(AI ethics), and criticise the focus on hypothetical risks as indifference to
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the detrimental effects AI has on groups of people who are often already
marginalised (Sætra & Danaher, 2023).

Particularly with regard to these current risks and harms, we can see
practices emerging that attempt to shape AI infrastructures in more sustain‐
able ways (Stanusch et al. 2024). Although dominant generative AI players
(e.g. OpenAI or Meta) align with the approach of building ever larger
LLMs, other initiatives (e.g. Bloom, Eleuther AI and HuggingFace) have
begun to address specific, sustainability-relevant issues: Examples include
experimenting with new modes of data management practices as well as
output curation to address issues of bias, discrimination and racism in
AI outputs. Others try to reduce resource consumption while maintaining
high model performance, as well as developing more efficient hardware.
An important element across such attempts are matters of openness and
access, which are intended to ‘democratise’ generative AI development, as
such initiatives often like to stress.

All these attempts to shape AI more sustainably, through corporations,
technology experts, non-profits, policy actors and so on, have further im‐
plications relevant to matters of sustainability. Investing in more efficient
hardware, for instance, might not lead to less resource consumption by
generative AI systems, if these efficiency gains are again offset by LLMs
that are ever-growing in number as well as in size. Furthermore, what
defines non-biased datasets and outputs is equally debatable. Hence, we
see negotiations, power dynamics and the normalisation of routines into
practices within these attempts to create more sustainable AI systems, and
thus a rich field for empirical analysis of the socio-technical emergence of
AI infrastructures.

While some of the challenges regarding sustainable AI infrastructures are
unique to generative AI, for example the size of data sets or the amount of
compute and energy needed for creating generative AI, others have already
been addressed in discourses on the sustainability of digital technologies
in general. The results of research that analyse ways of shaping digital in‐
frastructures in a more sustainable way thereby become relevant (Kannen‐
gießer, 2020), as generative AI is embedded in digital infrastructures that
then integrate specific AI aspects (e.g. training with relevant data).

When looking at the actors trying to shape AI more sustainably, ques‐
tions of agency become relevant.
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Agency can be defined:

As a temporally embedded process of social engagement, informed by
the past (in its “iterational” or habitual aspect) but also oriented toward
the future (as a “projective” capacity to imagine alternative possibilities)
and toward the present (as a ‘practical‐evaluative’ capacity to contextu‐
alise past habits and future projects within the contingencies of the
moment) (Emirbayer & Mische, 1998).

Regarding AI and its sustainability, the question is: which actors have the
capacity to shape current AI systems? This question presupposes that such
actors possess knowledge about past systems and are able to imagine future
possibilities, in other words that these actors have agency and have the
power to either potentially shape AI systems more sustainably – or fail
to do so. Reconstructing agency then helps to reveal the power structures
in which AI-related actors are positioned. The question of agency directly
relates to the question of practices. When applying a socio-technological
perspective to the study of AI systems, it is important not only to identify
actors, but also to consider the way they shape AI systems. In other words,
their practices need to be an object of research. Here, we identify a research
gap in the interdisciplinary academic discourse on sustainable AI.

Using practice theory for the analysis of sustainable AI helps us to move
beyond understanding the sustainability of AI as an engineering problem.
It allows us to integrate ‘the social’ into a perspective on sustainable AI.
This means acknowledging the role of actors and their practices in shap‐
ing AI infrastructures – that is to say examining not only the role of AI
designers, but also that of the actors involved in building and maintaining
AI infrastructures, including networks, data centres, datasets, policies and,
eventually, users of AI and the digital technologies that are needed for the
everyday appropriation of AI in people’s everyday usage.

5. Conclusion

In this article, we argue for understanding generative AI infrastructures
as socio-technological phenomena that consist not only of technological
aspects, but also come into being through diverse actors and their social
practices. Using practice theory and investigating how actors ‘act on’ and
thereby shape AI infrastructures allows for an understanding of the reasons
underlying the socio-ecological-economic effects of generative AI. At the
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same time, it investigates attempts to shape AI (more) sustainably while
conceptualising sustainability-oriented practices. Applying such a compre‐
hensive concept of infrastructures makes it possible to integrate social and
technological aspects of infrastructures in an empirical analysis and to ana‐
lyse actors and practices involved in infrastructures in order to understand
the relationship between sustainability and generative AI. At the same time,
it also allows for stressing the need for shaping AI infrastructures more
sustainably and identifying opportunities to do so.
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‘Encryption doesn’t matter’: Pitfalls in cybersecurity
communications

Florian Meissner, Jan Magnus Nold, Martina Angela Sasse, Rebecca Panskus,
and Alexander Wilke

Abstract: Due to digitalisation, cybersecurity is becoming increasingly
important for citizens. In Germany, the Federal Office for Information
Security (BSI) is the authority responsible for ‘digital consumer protection’.
Its aim is to use social media to communicate with the public about cyber‐
security. Precisely, this area is an uncharted scientific territory. Theoretical
approaches such as protection motivation theory (PMT) and framing
provide useful guidelines for effective communication on protective beha‐
viours. Our study explores the basic characteristics of BSI’s social media
communication and analyses to what degree BSI’s posts on Twitter (X)
published in 2021 and 2022 correspond with these guiding principles. Based
on a computational analysis of n = 3,058 tweets and a qualitative in-depth
analysis of the most prominent n = 34 tweets, the results show that BSI’s
social media communication is often self-referential and discusses current
events related to digital security only to a limited degree. When mentioned,
cyber threats and countermeasures are typically presented in a vague man‐
ner. Similarly, it is often unclear who might be (potentially) affected by a
threat. We conclude that applying a model for designing risk messages that
draw on the dimensions of PMT could help cybersecurity-related social
media communication.

Keywords: cybersecurity, cybersecurity communication, risk communica‐
tion, protection motivation theory, framing

1. What are the objectives of communication on cybersecurity?

With the increasing number of digital devices and services, there is value to
be had – not least for attackers. This growth has a significant impact on the
daily lives of people and businesses, who increasingly need to know about
the cybersecurity risks and steps they should take to protect themselves.
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Cyberattacks, data leaks, and other security incidents can have serious
consequences, ranging from financial losses and a loss of trust in digital
systems to the impairment of critical infrastructures. Public communication
plays an important role in raising awareness of the risks and available
protection measures. The goal is not only to provide details of technical
aspects but also to sensitise humans who use digital systems daily. However,
awareness-raising measures are not enough to enable secure behaviour.

Research on human behaviour in cybersecurity has concluded that many
of the prerequisites for the adoption of secure behaviours are not in place
(Sasse et al., 2022). Many humans do not fully understand the risks asso‐
ciated with the use of digital devices and services. They are sometimes
unaware of relevant countermeasures or doubt they are effective (Dechand
et al., 2019). Such misunderstandings are partly based on media reports
that misrepresent the technical reality (Fulton et al., 2019). Furthermore,
humans are often overwhelmed by the many different – and sometimes
contradictory – pieces of information about cybersecurity (Reeder et al.,
2017). At the same time, cybersecurity risks should not be exaggerated.
Florencio et al. (2014) identify the negative impact of exaggerated risks
by cybersecurity vendors on businesses, and Menges et al. (2023) observe
that trainees become dejected and passive after being exposed to worst-case
online risks.

When it comes to communicating about IT security, national security
agencies need to take a leading role. Effective public communication should
create awareness of relevant risks and offer citizens concrete instructions
for action to protect themselves against them. To achieve this, communi‐
cation measures must reach and appeal to the target group and be under‐
standable as well as practicable for them. In Germany, the Federal Office for
Information Security (BSI) is the central authority for cybersecurity, which
has the task of informing and sensitising citizens (as well as cybersecurity
experts and industry professionals). The present work aims to gain insights
into what and how the BSI communicates and how effective this is in
helping citizens keep safe.

We use the BSI’s public communication via Twitter (today X) to examine
whether and how this communication can be improved. First, postings
by the BSI on Twitter over a period of 20 months were analysed quan‐
titatively. In the second step, the messages with the greatest reach were
analysed qualitatively to see if they follow scientific principles for effective
communication and are thus likely to be effective. Based on our results,
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we derive recommendations for more effective public communication on
cybersecurity.

2. State of research on public cybersecurity communication

Communication science in general, and risk and crisis communication re‐
search in particular, has so far rarely dealt with cybersecurity. The research
that has been carried out reveals an increase in the media coverage of
cybersecurity (Alagheband et al., 2020; Boholm, 2021; Buse & Meissner,
2023), which is often driven by key events that have increased public
awareness, such as the Snowden revelations or the Cambridge Analytica
case. Regarding the use of different media channels for information on
cybersecurity, online media have become the primary source of informa‐
tion on cybersecurity for a large proportion of the population (Das et
al., 2018). However, differences in demographic characteristics, affinity for
technology, and gender must be considered (Herbert et al., 2022).

Another research interest is the analysis of reporting on specific incidents
in the context of cybersecurity (Griesbacher & Griesbacher, 2020), as well
as the portrayal of the actors, especially hackers, in the media (Buse &
Meissner, 2019). Here, we examine how these actors are presented by the
media and what effects these representations could have on the formation
of public opinion in the field of cybersecurity.

In a prior study, the communication of cybersecurity issues in social
media was examined by Vogler and Meissner (2020), who find that people
affected by a data leak at a large ticketing provider communicated on
Twitter primarily about service aspects and not about security aspects,
which could indicate a lower prioritisation of the topic of data security.
Bada et al. (2019) uncovers no evidence for the effectiveness of awareness
campaigns developed to promote cybersecurity. Reasons for this are that
the campaigns depend too heavily on fear-based appeals or are not adapted
to the cultural circumstances of their target groups (Sasse et al., 2022). So
far, however, there has been a lack of scientific studies analysing the factors
for the success or failure of such campaigns to develop suggestions for an
improved communication strategy in cybersecurity.
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3. Theoretical background: Basic principles for effective security
communication

On a theoretical level, a risk and crisis communication perspective offers
suitable and instructive approaches that can be applied to communication
about cybersecurity. These were developed to support the self-protective
behaviour of people who are exposed to certain risks or emergency situa‐
tions. The present case study is based on the protection motivation theory
(PMT) approach by Floyd et al. (2000) and the framing approach by Ent‐
man (1993). Initially proposed by Rogers (1983), PMT posits that messages
highlighting personal threats and countermeasures can prompt protective
behaviour (Floyd et al., 2000). This theory is particularly relevant when
users require added incentives for secure behaviour (Boss et al., 2015).
PMT suggests two prerequisites for protective actions: threat and coping
appraisals, each comprising various dimensions.

Severity

Vulnerability

Response Efficacy

Self-Efficacy

Maladaptive Rewards

Response Costs

Protection Motivation Protective BehaviorFear

Caption

Threat Appraisal

Coping Appraisal

PMT Model, own illustration based on Boss et al. (2015, p. 854)

The threat appraisal involves assessing threat severity and personal vulner‐
ability, with greater weight given to fear over maladaptive rewards (reward
for the reaction of not protecting oneself, such as time or cost savings) to
stimulate motivation for protection. Coping appraisals include perceived
efficacy, self-efficacy, and the response costs of protective measures (Boss
et al., 2015). The knowledge that these are key factors in convincing people
to implement a certain security behaviour can also be applied to design
security communication, for example, in cybersecurity. Prior PMT research
highlights self-efficacy’s pivotal role in influencing behaviour (Branley-Bell

Figure 1.
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et al., 2022; Feltz & Öncü, 2014; Mwagwabi & Hee Jiow, 2021; Sasse et al.,
2023).

This study also includes the concept of framing, which is widely used
in communication science. According to Entman (1993), so-called frames –
patterns of interpretation – consist of four elements: a problem description,
a causal interpretation, a moral evaluation, and a recommendation for
action. For the context of this study, the categories of problem description
(here in the sense of a cyber threat) and recommended action (here in
the sense of a specific recommended protective behaviour) are particularly
relevant. We propose that both approaches – PMT and framing – can be
applied to cybersecurity communication.

4. Methodology of data collection and analysis

This case study conducts a two-stage analysis of BSI’s Twitter communi‐
cation on cybersecurity, aiming to assess risk communication practices
and identify areas for improvement. BSI’s Twitter activity serves as a repre‐
sentative sample of its broader online presence, including platforms like
Facebook and LinkedIn, where similar content is shared.

The data for this analysis was extracted from the overall timeline of BSI’s
Twitter account and retrieved via the Academic Twitter API shortly before
it was closed in spring 2023. The period under investigation was 21 April
2021 (two days before a new IT security law was passed in Germany) to 31
December 2022. In total, we analysed 3,058 tweets, looking at the frequency
of hashtags, @-mentions, tweet frequency and the most successful (most
liked) tweets. The analysis was carried out using RStudio. In addition to
the BSI dataset, datasets entailing all tweets in the same time frame by
the ethical hacker group Chaos Computer Club (1,145 tweets) and netzpoli‐
tik.org (2,854 tweets), a journalistic website on digital policy, were used for
comparative purposes.

Then, the study conducted a qualitative analysis of BSI tweets with
over 100 likes, a pragmatically set threshold indicating public attention. A
category system, aligned with PMT and including problem definition and
recommended action, was developed. Following Boss et al. (2015), all PMT
dimensions were operationalised and coded as ‘High’, ‘Ambivalent’, ‘Low’,
or ‘Not available’. Response costs and maladaptive rewards could also be
labelled ‘Neutral’. Severity and vulnerability were coded only in the pres‐
ence of a threat, while other PMT elements were coded alongside action
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recommendations. Framing categories, inspired by Entman (1993), were
established through material review. Threats, action recommendations,
and responsibilities were then coded. These categories were utilised in a
previous study by Meissner et al. (2024) on cybersecurity reporting in
German media, facilitating theoretical comparison. Additionally, categories
covering comprehensibility, prominence, target group, and unambiguity
were included.

5. Findings of the analysis

a) Quantitative findings

Time course of the number of BSI tweets per week, own illustration

First, the activity of the BSI account was examined over time (Figure 2). On
average, the BSI publishes around 35 tweets per week, including individual
tweets within threads. Overall, the weekly number of tweets fluctuates
to a limited extent. A single clear outlier can be seen in February 2022,
which is due to the Russian invasion of Ukraine and the associated hybrid
warfare. Smaller peaks can all be attributed to the BSI’s organisational
communication. This indicates that, at least in quantitative terms, the BSI’s
communication is less geared towards topical media issues and instead
focuses primarily on self-referential messaging.

Figure 2.
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The analysis of the most frequent hashtags proved to be less informative in
terms of the cybersecurity threats covered. By far, the most frequently used
hashtag was ‘#deutschlanddigitalsicherbsi’, followed by further BSI-owned
hashtags such as ‘#bsikongress2022’ or ‘#teambsi’. In addition, there are
generic hashtags such as ‘#cybersecurity’ or ‘#itgrundschutz’; only a few
specific topics such as ‘#ransomware’ or ‘#coronawarnapp’ are reflected
here (Table 1).

In contrast to non-governmental accounts like Chaos Computer Club (a
group of ethical hackers) or netzpolitik.org (a journalistic website on digital
policy), analysed for comparison, the BSI account appears not to engage
with government surveillance, as evident in hashtag analysis. This omission
could be attributed to its status as a state authority under the Ministry of the
Interior. The analysis of the most frequent @-mentions shows that almost
exclusively official accounts of ministries and politicians are addressed (the
accounts of the BSI itself and former President Arne Schönbohm were ex‐
cluded here because they are replies to their own tweets or routine mutual
references). A frequently mentioned account is @cyberallianz, which is a
BSI-led initiative designed to communicate and promote dialogue with the
corporate sector.

Taken together, both the hashtag analysis and the analysis of @-mentions
indicate a self-referential communication approach regarding topics and
accounts of state institutions and representatives, while topical issues that
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could be more appealing to the public are addressed only to a limited
degree.

b) Qualitative findings

In a second step, 34 tweets (the first ten are documented in the appendix
below) were filtered out of the total data set (N = 3058) that had at least
100 likes, which we pragmatically considered as a threshold for a minimum
amount of public attention. We decided to focus only on likes because, in
terms of numbers, they were the most important engagement metric and
were also highly correlated with retweets and replies. These tweets were, in
a first step, categorised on an inductive basis. Accordingly, the tweets can be
roughly divided into three main categories:

1. Tweets that focus on a specific warning about a security threat or
another current topic, such as Kaspersky antivirus (Figure 10), Log4j
(Figure 6; Figure 7), Ukraine-related phishing waves (Figure 9; Fig 11), a
Covid-19 warning app (Figure 3), Wi-Fi vulnerability (Figure 4);

2. Tweets that focus on humorous content with a (sometimes informative)
IT reference (Figure 8; Figure 12);

3. Tweets that provide information on cybersecurity topics without any
recognisable topical reference, like the explanation of Trojans (Figure 5).

In this context, it has to be noted that none of the self-referential postings
(see above) is among the most popular tweets.

In a second step, the tweets were analysed qualitatively based on the
categories specified in section 4 (PMT, framing approach). A key result is
that when it comes to specific threats or security measures, the BSI avoids
addressing those affected directly. Quotes such as ‘companies and organiza‐
tions should …’ (Figure 6) or ‘be vigilant …’ (Figure 9) illustrate that the
perceived personal vulnerability remains unclear. Therefore, there is only a
very abstract perception that a threat is relevant to the individual or the or‐
ganisation. However, other elements of the PMT are also neglected, which
could represent an obstacle to protective behaviour in cybersecurity. Fur‐
thermore, the severity of the threat is rarely stated or remains unclear. Only
in one tweet was the threat associated with a ‘warning level red’ (Figure
6), which indicates a high threat. Although suitable security measures were
mentioned occasionally within the tweets, these also remained relatively
unclear with instructions like ‘replace products’ (Figure 10) or ‘be vigilant
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and stay informed’ (Figure 9). Only one tweet on phishing in the context of
the Russian invasion of Ukraine clearly stated, ‘In such cases, don't transfer
anything and find out about reputable aid organizations’ (Figure 11).

In some cases, the measures were only to be found in a linked press
release (Figure 6; Figure 7). However, no information was provided on the
effectiveness of the security measures described. The self-efficacy related to
the measures (meaning the degree to which they can be implemented effec‐
tively by ordinary humans) was also not presented directly. Moreover, the
countermeasures that were presented suggest a high level of effort. Vague
language such as ‘substitute products’ (Figure 10), for example, implies that
the user first has to make an effort to find out what can be used to replace
an existing product.

With reference to framing theory (Entman, 1993), a problem definition
was generally given, but only in the further course of the Twitter thread
(Figure 11) or in a linked press release (Figure 10). Although the recom‐
mended measures were mentioned, they were mainly vague (Figure 4;
Figure 10). The analysis also revealed that the comprehensibility of most
recommendations for action was only medium to low. In some cases, in‐
structions were only to be found in the press release (Figure 11). Moreover,
the target group remained unclear in several cases (Figure 6, Figure 10).

Finally, the qualitative analysis revealed two tweets with the potential for
serious misunderstandings or promoting unsecure behaviour. For instance,
the mention of replacing ‘such products’ without guidance on alternatives
or the importance of keeping antivirus protection until a replacement
is available (Figure 10) may lead users to deactivate Kaspersky antivirus
without an immediate replacement, increasing their vulnerability. Another
potential misunderstanding concerns the case of WLAN vulnerability (Fig‐
ure 4). After a prominently placed ‘Attention’, it was stated that security
researchers had found a vulnerability that could affect all WLAN devices.
Before a link to a press release followed, the tweet read: ‘Encryption doesn’t
matter’, indicating that multiple WLAN standards were impacted. This
statement can be misunderstood in the sense that encryption generally
offers no protection, reinforcing an existing misconception among many
humans (Abu-Salma et al., 2017).
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6. Conclusions

The results show that there is room to improve the communication of the
BSI on Twitter (now X), both in terms of topicality (to increase outreach)
and message design (to support protective behaviour).

Regarding the quantitative results, BSI’s communication on Twitter is –
to a large degree – self-referential as it revolves around state institutions
and representatives and could benefit from focusing more on current topics
discussed in journalistic and/or social media to achieve greater relevance
among the general public. It became apparent that certain topics, such as
state surveillance, are avoided as the BSI is an authority subordinate to the
Ministry of Interior.

Looking at the qualitative results, there is usually a threat (problem
definition), and in some cases, countermeasures (recommended actions)
are mentioned, although the latter often remain vague (including the target
group of the recommendation). However, the central elements of the PMT
were addressed only to a limited degree. Neither severity, vulnerability, effi‐
cacy, nor self-efficacy were clearly presented. Instead, the communication
was often unclear and vague.

Against this backdrop, we recommend including a clear mention of
target groups and their respective vulnerability in the first sentence. Doing
so makes it easier for recipients to understand instantly whether the infor‐
mation given is relevant to them. Also, the severity of the threats should
be presented in a more understandable way. Special attention should be
paid to self-efficacy in communication as various studies have highlighted
the importance of giving an explanation of how individuals can implement
secure behaviour (Abroms & Maibach, 2008; Anker et al., 2016; Feltz &
Öncü, 2014). Finally, experts should examine tweets for possible misunder‐
standings before publication to prevent incorrect conclusions and unsecure
behaviour. Future work planned for this study will include an assessment
of the tweets by cybersecurity awareness experts, who will assess both the
correctness and suitability of the tweets. The results will provide further
implications for BSI’s social media communication.

7. Limitations and outlook

This study has several limitations. First, the study so far focuses only on
Twitter (X). Secondly, the qualitative analysis is based on a relatively limi‐
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ted number of (the most popular) tweets that have been analysed in depth.
Thirdly, even though other studies have already shown a positive effect
of social media on behaviour (Ghahramani et al., 2022; Laranjo et al.,
2015; Scholtz et al., 2016), the actual effect of cybersecurity-related messages
on target groups – beyond predictive statements based on theory – still
needs to be investigated. In essence, it is reasonable to assume that the
federal German cybersecurity authority wields influence. Despite Twitter’s
relatively limited reach among citizens, it is plausible that political and jour‐
nalistic stakeholders will carry BSI’s messages to other channels. Therefore,
further research will be needed to address these desiderata.
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The user experience of data donation: An experiment in making
data governance tangible with design

Ame Elliott

Abstract: This chapter examines the intersection of design, data policy, and
climate science to address complex societal challenges. Reporting results
of a series of workshops with 75 participants on the theme ‘The User
Experience of Data Donation to Support the Clean Energy Transition’,
it describes research motivations, the workshop methodology, session out‐
comes, and challenges faced in cross-disciplinary research on the topic of
data donation. Workshop participants had a mostly ambivalent reaction to
the topic of data donation for clean energy. Rather than embracing the task
as a wicked problem, participants mostly treated it as a 20th-century engin‐
eering challenge that they felt they lacked the professional knowledge to
address. This chapter hypothesises possible explanations and alternatives,
concluding with implications for strengthening cross-disciplinary collabor‐
ation to address complex challenges outside the scope of a single discipline.
Changes in user design education to emphasise public interest technology
could better equip future participants to work on topics such as user data
donation.

Keywords: user experience design, participatory design, policy, energy
transition

1. Introduction

At the time Horst Rittel co-authored Dilemmas in a general theory of
planning, explaining the role of wicked problems with no right or wrong
answers in social policy, he was working as a professor of the science
of design (Rittel & Webber, 1973). Fifty years later, however, the design
disciplines are not always present in discussions of social policy. This
chapter reports on a series of four exploratory workshops that correct that
imbalance and centre the discipline of user experience (UX) design in poli‐
cy. The workshops bring a design-centred approach to data governance
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discussions by using a scenario that is a good fit with Rittel and Webber’s
definition of wicked problems: exploring trade-offs between communal
energy efficiency and individual privacy. The workshops, titled ‘The User
Experience of Data Donation to Support the Clean Energy Transition’, sit
at the intersection of three distinct disciplines: user experience design, data
policy, and climate science. The research is a preliminary attempt to break
silos and strengthen cross-disciplinary collaboration to address an urgent
social and environmental problem.

This chapter explains the research motivations and workshop method‐
ology, shares the outcomes of the sessions, and identifies challenges for
cross-disciplinary research on wicked problems.

2. Motivation and research questions

This section provides an overview of data donation in the context of clean
energy.

a) How data donation can promote clean energy usage

During the winter of 2022–2023, energy-saving measures were an impor‐
tant topic of conversation in response to Russia’s invasion of Ukraine and
an urgent need to use fewer fossil fuels and shift energy policy. Amidst
concern that electricity might be rationed, there was increased interest
in alternatives to supplement or replace the existing grid. Coupled with
technical advances producing new clean energy products suitable for urban
infill in European contexts – for example, rooftop and balcony solar panels,
companies began selling directly to consumers. These products are unfa‐
miliar to many people and thus require new ways of thinking about energy
use.

These new technologies enable new types of interactions, such as decid‐
ing to use solar energy immediately, store it in a battery, or sell it back to the
grid provider. In some cases, people may need to make explicit decisions
about how their energy systems perform, while in other cases, these deci‐
sions can be made automatically based on machine learning algorithms and
behaviour modelling. Data about energy usage is an essential component in
training systems to better manage power and use fewer fossil fuels. Because
this technology is new to many people, and many customers are using green
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energy equipment for the first time, there is a need for knowledge-sharing
and awareness-building to improve the efficiency of these supplemental en‐
ergy supply systems. Peer-to-peer data-sharing networks could help people
make better energy management decisions by learning how others use sim‐
ilar equipment. Even people not using clean energy products can directly
contribute to improved efficiency by sharing how their energy use changes
with circumstances.

b) Identifying a usage scenario

This explosion of new options for energy generation and storage and a
renewed focus on energy conservation co-occurred with the easing of
Covid-19 pandemic measures and the return to office work. Many com‐
panies had flexible policies about if or how frequently they expected em‐
ployees to be in the office, and many people were absent due to their
own illnesses or caring for family members. These two trends can be sum‐
marised from a facilities management and employer perspective as, ‘Should
we heat empty offices? Should we track where our employees are to avoid
heating unused spaces?’

Although Internet of Things (IoT) devices such as smart sensors make it
possible to track building occupancy, privacy concerns and worker protec‐
tions limit their use. In this exploration, building occupancy and energy
usage would be shared not with a private company selling devices, such
as Google Nest, but with a cooperative with a data governance structure
designed to protect mutual and planetary well-being. Initial explorations of
workshop activities considered data governance mechanisms for workplace
data; however, after a discussion with the building director of a 16,000m2

office facility in Berlin, the focus shifted away from workplaces and towards
private homes. The reasons to shift away from workplace data were 1) the
difficulty of establishing permissions and accountability when including
additional stakeholders, e.g. employers, employees of various companies,
building owners, and facility managers; 2) concerns that participants would
self-censor or decline to participate if they felt uncomfortable speaking
about an issue related to their employer or workplace; 3) recognition that
workers’ councils and trade unions are already involved in this area, and
some individuals are in ‘wait and see’ mode, expecting organisational lead‐
ership to act on their behalf, whether to protect the climate or their rights.
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In the interest of simplicity for an initial feasibility study, the workshops
were organised in the context of citizens taking action to manage data
about energy usage in their own homes. A data governance platform is
multi-sided, and potential stakeholders could include:

• Residents of apartment buildings
• Apartment owners
• Owners’ associations
• Building managers
• Hardware companies that install, develop, and potentially own energy

generation and storage equipment
• Grid providers of electricity
• Data brokers or associations that hold the data.

Given this complexity, the additional complexity of a workplace environ‐
ment was undesirable.

c) Goals

The initial hypotheses for this research were that 1) data donation is helpful
for managing the energy transition, 2) careful user experience design would
explain the benefits of data donation and motivate people to do so, and
3) the benefits of data donation are not primarily financial (energy cost
savings), but psycho-social (pride in taking action for the energy transition,
feeling a sense of belonging to a community).

The workshops were short and intended to be initial introductions to
build awareness of the topic of data donation and to bring together new
groups of people with the goal of establishing cross-disciplinary collabora‐
tions. The expected outcomes of the workshops were identifying interested
partners for more in-depth workshops working directly with the public.
Beyond finding interested collaborators, secondary goals included gaining
an understanding of the current state of professional discourse around
data donation and capturing open questions that could be addressed in
future rounds of research. ‘Professional discourse’ includes at least three
distinct specialisations: user experience designers/software developers, pol‐
icymakers, and scientists. A tertiary goal was co-developing initial design
recommendations for user interfaces for data donation.
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3. Workshop methodology

Four multidisciplinary workshops in Helsinki, Lucerne, Berlin, and Paris
were conducted between June and November 2023 on the topic of ‘The
User Experience of Data Donation to Support the Clean Energy Transition’.
In total, 75 people with a range of professional backgrounds, including
user experience designers, service designers, data scientists, climate scien‐
tists, and policy experts, participated. The workshops were invited sessions
as part of professional conferences/meetings (Helsinki and Berlin) and
university symposia (Lucerne and Paris). Participation was voluntary. At‐
tendees at the workshops chose to attend the session based on personal
interest and were not recruited or compensated. There was a very broad
range of familiarity with the topic, and the heterogenous backgrounds
were considered an advantage for forming new collaborations rather than a
limitation to overcome by restricting participation to experts. Self-reported
lack of expertise did inform participants’ experience of the workshops.

a) Structure and activities

The sessions lasted 60 minutes (Lucerne and Paris) or 90 minutes (Helsin‐
ki and Berlin) and began with a presentation introducing the concept
of smart microgrids (solar, wind, and battery storage) for domestic use,
describing use cases as discussed in section 2b. Next came a basic overview
of data donation and data governance principles, followed by a sample
user interface for a hypothetical energy management application. There
was then a pause for questions and facilitated discussion. The Paris session
ended here, but the Helsinki, Lucerne, and Berlin sessions continued into a
participatory design activity with attendees prototyping user interfaces for
data donation on paper using worksheets, paper, and pens. These methods
are consistent with other approaches in the smart city space (Bødker &
Zander, 2015; Yasuoka, 2023).

Recognising the short duration of the workshops, the activities were
designed as awareness-building advertisements to promote interest in fur‐
ther collaborations and in-depth discussion in other contexts. Participants
were not trained in data governance and then assigned a task to demon‐
strate their mastery – rather, the discussion and questions were key.
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Slides from an introductory presentation explaining smart
microgrids for using wind, solar, and battery storage for energy
independence.

b) Explanatory material

The introductory presentation explained the concept of smart microgrids
to help people move towards energy independence and away from fossil
fuels. It was clearly explained this project was a general civic technology
project to benefit the public sector, not a commercial technology develop‐
ment project, explained as follows: ‘Imagine an app for people living in
multi-family apartment complexes with their own solar/wind generation
and battery storage. This app lets people understand their system’s perfor‐
mance and the performance of other similar installations’.

Sharing with ‘other similar installations’ was highlighted because peer-
to-peer support for other people learning to manage new equipment is a
relevant use case for decentralised data governance that opens the door to
discussion of training for machine learning systems. Two potential use cas‐
es included 1) disaster recovery, when the existing grid was not available as
a source of power, so backup power from batteries would be an emergency
stopgap measure after a disaster such as a fire, flood, or unexplained outage,
and 2) a voluntary shift away from the existing grid to support a clean
energy transition and use power from renewable sources. After covering
the basic technology, the presentation shifted to an introduction to data
donation, followed by a discussion.

Figure 1.
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Worksheets used in the workshops

The following discussion questions were shared with participants to kick-
start the discussion:

Data donation and cooperatively owned data are important assets for the
transition to clean energy.

• What should an app for understanding communal energy usage do?
• What opportunities are there for:

– Behavioural changes through communal action?
– Improving technical performance through open innovation?
– Open climate science?

• What privacy concerns (stalking, competitive advantage, shaming) in‐
form decisions about what data to share?

• What data is most important to learn from other communities with other
clean energy installations?

• What benefits can data deliver to communities working for energy inde‐
pendence?

These questions were presented to encourage discussion about the advan‐
tages, limitations, and harms of data donation and were not asked or
answered in a structured order.

Figure 2.
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c) Paper prototyping

Two of the workshops consisted primarily of user experience designers,
an audience familiar with sketching and critiquing user interfaces. One of
the workshops was primarily data governance and policy experts, although
some designers were present. The fourth workshop primarily comprised
data scientists and climate scientists and did not do the prototyping activity.

Paper prototyping is a well-established part of design education and
professional practice (Snyder, 2003), and its use by non-designers in partic‐
ipatory settings has a long history, as discussed, for example, in a number
of literature reviews (e.g. Hollomann et al., 2018; Maartmann-Moe & Joshi,
2022). Paper prototyping was selected as a method to focus the abstract
topic of data governance into something tangible and specific. The visual
vocabulary of smartphone applications was familiar to all the participants,
and everyone understood the task. Participants grasped that this was an
exploratory exercise created for research purposes and that there was no
existing software or proposal to develop actual software.

It was, however, necessary to clarify that the app depicted was a research
prototype that did not exist and that the workshop was not providing
free labour or market research for a for-profit clean tech start-up. There
was initial scepticism and mistrust about who benefitted financially from
such an app and how developing this type of app would be compensated.
People worked independently on their own prototyping worksheets, using
additional paper as necessary, occasionally sharing their thinking with a
group and asking for input on their ideas.

4. Outcomes

During the workshops, handwritten notes were taken of the discussion. An
analysis of the notes indicates three main categories: questions requiring
further clarification (the largest groups), expression of individual opinions
and preferences (fewer), and recommendations (minimal). The worksheets
and sketches were qualitatively assessed in keeping with norms for partici‐
patory design projects (Bødker et al., 2022; Bratteteig & Wagner, 2016).

The primary goal of the workshops was building awareness about the
topic of data donation and identifying potential partners for further re‐
search. Data donation for climate change did not spark ongoing interest
among workshop participants, and there was ambivalence to ongoing par‐

Ame Elliott

246
https://doi.org/10.5771/9783748947585, am 09.04.2025, 13:28:31
Open Access –  - https://www.nomos-elibrary.de/agb

https://doi.org/10.5771/9783748947585
https://creativecommons.org/licenses/by/4.0/
https://www.nomos-elibrary.de/agb


ticipation in research. Contrary to hopes, none of the participants were
part of an existing project working in this area seeking additional partners,
such as an open climate science project looking for UX guidance or climate
activist groups interested in in-situ prototyping. The secondary goal of
capturing the state of professional discourse revealed deep silos between
disciplines, and unclear mechanisms for collaboration, while the tertiary
goal of developing initial design recommendations for user interfaces for
data donation was too ambitious for an initial series of workshops of such
short duration.

a) Hypothesis

An evaluation of the initial hypotheses follows.

aa) Hypothesis: Data donation is helpful for managing the energy transi‐
tion.
This was only weakly supported. There was broad agreement that data
donation is useful, an unsurprising finding for a group of participants who
chose to participate in data donation workshops. However, the dominant
sense was that it has unrealised potential and lacks a compelling use case in
this domain.

bb) Hypothesis: Careful user experience design would explain the benefits
of data donation and motivate people to do so.
This hypothesis was disproven. The value proposition for donating data
to fight climate change was not clear, and user experience design was an
insufficient motivator.

cc) Hypothesis: The benefits of data donation are not primarily financial
(energy cost savings) but psycho-social (pride in taking action for the
energy transition and feeling a sense of belonging to a community).
This hypothesis was strongly disproven. The benefits of data donation
were seen as almost exclusively financial (energy cost savings). In second
place behind cost savings was enthusiasm for data governance and policy
generally, without any special interest in the climate and energy transition
aspects. That is, data donation is an intrinsically interesting concept to
some. The ambivalence was unexpected, particularly as data donation for
energy issues has been reported elsewhere (Baumann & Laube, 2022; Wen‐
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ninger et al., 2021). Psycho-social benefits (pride in taking action for the
energy transition, feeling a sense of belonging to a community) were a
distant third place. This absence of positive contributions to the community
was particularly unexpected and stands in contrast to patient motivations
for donating medical data (Krutzinna & Floridi, 2019).

b) Potential explanations for the ambivalent response

There are many possible explanations for workshop participants’ ambiva‐
lence toward the topic of data donation for the energy transition. Potential
factors to change include:

• Different participants: Perhaps the participants were not sufficiently in‐
terested in the topic. The workshop composed primarily of data scientists
and climate scientists did not take part in the paper prototyping exercise
because it was outside the event structure. Maybe having participants
with this type of domain expertise involved would have led to a different
result. Additionally, recruiting workshop participants who already identi‐
fy as motivated by climate change issues and are involved in community
activism may have had a better response than conference participants.
Potentially recruiting existing groups of people who are already connec‐
ted – for example, residents of the same apartment building – might have
garnered a warmer response.

• Different facilitator or activities: It is possible that a different facilitat‐
or would have obtained different outcomes. However, the author is an
experienced facilitator with more than 20 years of experience leading
paper prototyping exercises with different groups, including civic tech
and open science projects (Elliott, 2005). Recommended changes to the
activities include providing more detailed instructions and a written
glossary of terms. Discussion of data donation is a very abstract topic,
and paper prototyping was not successful in making it concrete and
actionable in the time allowed. Alternative activities could include much
longer workshop sessions with opportunities to explore more subtopics
in detail or clearly marking some subtopics as out of scope for the
exercise. For example, an economist participating repeatedly suggested
that there could be a market for donated data, but this was never illus‐
trated with any concrete user interface suggestion, such as sketching
what a data market might look like in a phone app. No participant
with UX experience built on this idea, presumably because they had not
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encountered a data marketplace before. Potentially closing off topics such
as marketplaces might have narrowed focus and avoided repetitive dis‐
cussion during limited workshop time to attain more tangible outcomes.

• Different topic: Focusing on an area other than home energy usage may
have confirmed the hypotheses, for example, by returning to the origin‐
al concept of looking at workplace energy consumption and involving
building managers. Alternately, a different example scenario, such as data
donation on public transport, might have been a better choice, such as
Switzerland’s PosMo (Positive Mobility) data donation effort (Baumann
& Laube, 2022).

c) Insights from the workshops

The absence of a clear use case explaining the benefits of data donation
for the home energy transition dampened participant enthusiasm, and
there was little appetite for additional collaboration. A general sense of
climate emergency, geopolitical vulnerabilities due to fossil fuel purchases,
or worries about domestic security in a climate disaster like a flood were
not sufficient to translate into willingness to donate home energy use data.

There are some additional insights that contextualise the outcomes:

• There is deep mistrust of smart devices in the home, and monitoring
energy usage is perceived as invasive. Questions about exactly how a
hypothetical system would work and exactly what data would be shared
were difficult to answer and did not lead to the kinds of generative proto‐
typing of ideas that a data governance expert might have expected, such
as differential privacy and synthetic data. Rather, it led to a suspicion
that the premise of data donation was only marginally useful enough
to warrant collecting such data. Concerns about corporate surveillance
outweighed curiosity about other forms of communal data governance.

• Workshop participants had positive opinions of their local power compan‐
ies and expected that they would produce an app like this ‘if it were
necessary’. There was a general passivity and expectation that qualified
experts, particularly power companies, would develop a data donation
framework and an accompanying app or potentially add features to exist‐
ing apps. The app displayed below was shared by a participant who was
a customer of Nordic Green Energy, and they pointed out that it handled
‘everything’, including car-charging management. They expected any
additional information related to energy to be part of this singular app
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and were sceptical that there would be another place for interacting with
energy data.

Screenshots from the Nordic Green Energy app taken from the
Google Play store.1

• The level of digitalisation by power companies varied widely. The exact
mechanisms for selecting an energy provider, recording energy usage,
and estimating/paying for energy use depend on regional norms. Some
Scandinavian participants were already using power management apps
on their phones, which they shared and discussed, and that session had
little sense that this was a new topic. Some participants outside Scand‐
inavia considered basic digitalisation a higher priority than exploring
donation data, which they referred to as an ‘edge case’ that they did not
expect a power company communicating by post to address any time
soon.

• Electricity delivery is highly localised, and everybody thinks their com‐
munity is too unique for a general-purpose solution. Workshop parti‐
cipants in all four locations objected to some aspect of the task, saying,
‘In [Switzerland, Finland, Paris, the former East Berlin] we have a unique
situation and need a unique solution’. These comments dealt with cultur‐
al identity and norms, such as familiarity with cold, habits of dressing
indoors, relationships with neighbours, and standards of entertaining

Figure 3.

1 https://play.google.com/store/apps/details?id=fi.nordicgreen.app
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guests at home. For example, Scandinavian participants were proud of
their high-quality insulation and cosy sweaters. Parisian participants
were proud of their robust social lives, which kept them away from chilly
apartments with historical character.

5. Conclusion

Although the workshops did not yield the expected outcomes, there are
relevant implications for future projects, though there will not be a second
round of workshops with the public due to limited support for future col‐
laborations from participants. First, working in a cross-disciplinary manner
is challenging. These workshops at the intersection of user experience
design, data governance, and climate required a broad range of skills. Many
participants felt that they lacked the skills to be effective because of missing
domain knowledge, potentially self-reporting that they were the wrong
participants, as suggested in section 4a. The downside of such a sentiment
is a feeling of helplessness and passivity while waiting for other, presumably
better-qualified people to intervene. But taken positively, these missing
skills are a call to action.

a) Crisis of professional knowledge in handling wicked problems

In a world of increasing complexity and interrelated systemic crises, tradi‐
tional models of professionalism are no longer adequate. Re-examining
both norms for professional training and ways of collaborating is essential
to creating cross-disciplinary teams that work smoothly. Revisiting Rittel
and Webber (1973) on the topic of professional knowledge and intercon‐
nected systems is instructive:

Based in modern science, each of the professions has been conceived as
the medium through which the knowledge of science is applied. In effect,
each profession has been seen as a subset of engineering. … Because it
was fairly easy to get consensus on the nature of problems during the ear‐
ly industrial period, the task could be assigned to the technically skilled,
who in turn could be trusted to accomplish the simplified end-in-view.
Or, in the more work-a-day setting, we could rely upon the efficiency
expert to diagnose a problem and then solve it, while simultaneously
reducing the resource inputs into whatever it was we were doing. We
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have come to think about the planning task in very different ways in
recent years. We have been learning to ask whether what we are doing is
the right thing to do. That is to say, we have been learning to ask ques‐
tions about the outputs of actions and to pose problem statements in
valuative frameworks. We have been learning to see social processes as
the links tying open systems into large and interconnected networks of
systems, such that outputs from one become inputs to others. In that
structural framework it has become less apparent where problem centres
lie, and less apparent where and how we should intervene even if we do
happen to know what aims we seek.

Data donation is a complex topic, weaving together multiple socio-technical
systems in ways that transcend efficiency. Workshop participants struggled
to identify and articulate the value of data donation in terms other than
efficiency and cost savings, not embracing the nature of wicked problems
and treating the task as a 20th-century engineering problem. Future efforts
should begin by providing a better theoretical grounding in the nature of
the problem as opposed to jumping immediately to attempted solutions.
Beginning by providing a more defined point of view could also lead to
more impactful workshop outcomes.

b) Helping design professions serve the public interest

About half of the workshop participants had formal training in design,
primarily user experience design and service design. Design education
does provide training in addressing ambiguous, systemic problems (Vor‐
voreanu et al., 2017), but despite this training, many designers found it
difficult to engage with the abstract concepts of data donation and the
energy transition. Showing money saving by sketching a $ in an app is
easy and familiar. Demonstrating the benefits of data donation in an app
is unfamiliar and difficult. Designers have the skills to address wicked
problems, but the socio-technical context of policy differs from commercial
product development. To effectively contribute to cross-disciplinary policy
challenges, designers should build and maintain professional practices for
working in the public interest. The language of ‘users’ and ‘consumers’ of
products and services is firmly situated within a market-based framework
for decision-making, so it is logical that designers found cost savings the
easiest impact of data donation to quantify. An opportunity for future work
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is to more explicitly prepare the design professions to work on different
types of policy problems without financial exchange as the central idea.

Adequately addressing complex systemic problems requires a cross-disci‐
plinary approach, and more demands are being placed on professionals in
every domain to stretch outside their comfort zones and work on wicked
problems. The methods of user experience design have a role to play, but
additional research is needed to strengthen the discipline and support work
in non-commercial contexts.
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Digital technology for people: Learning from ‘non-Western’ and
Indigenous cultures

Marc Steen

Abstract: This essay explores alternative ways to manage societal and en‐
vironmental issues. Several assumptions of the European Enlightenment
– such as the perspectives that people are isolated individuals and nature
is an object – have led to many of our current problems. Often, digital
technology is designed and deployed within these assumptions. It can be
useful to explore alternative ways to design and use digital technology by
looking at non-Western, Indigenous cultures. Four examples are discussed
briefly: Ubuntu philosophy and the example of a language app for African
languages; Māori data sovereignty; the building of a Lakota sweat lodge
to inform building computer hardware; and the role of LAN Houses and
mobile phones in the empowerment of people in a favela in Brazil. The
essay closes with suggestions for learning from these examples.

Keywords: AI, indigenous, empowerment, mutual learning

1. Introduction

Our societies and daily lives are shaped to a great extent by digital technol‐
ogy. We used to be happily surprised with the new and shiny, . But not
anymore. Weare increasingly and justifiably concerned about the impacts,
harms, and risks of social media, algorithms, and Artificial Intelligence
(AI) on society, on our daily lives, and on democracy, inequality, and
our environment (Bender et al., 2021; Benjamin, 2019; Buolamwini, 2023;
Crawford, 2021; Eubanks, 2017; Noble, 2018; O'Neil, 2016). Crucially, we
need to understand that technology is not inherently good or bad, nor is it
neutral. Rather, people, as well as the corporations and the states in which
they collaborate (Runciman, 2023), design and deploy technology to serve
their particular interests. Key assumptions of the European Enlightenment,
that people are isolated individuals, that nature is an object to be exploited,
are very present, in our societies and daily lives. We tend to focus on means,
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on technology, but are largely at a loss when it comes to articulating and
pursuing ends (MacIntyre, 2007).

Below, several examples are introduced for doing things differently:
how to empower citizens to design and deploy digital technology that
promotes values like justice, freedom, conviviality, and democracy. The
examples originate from so-called ‘non- Western’ or Indigenous cultures or
marginalised communities. This approach is useful for exploring solutions
to problems that the European Enlightenment, with its assumptions of in‐
dividuality, domination, and exploitation, has created (Steen, 2022). Please
note that this approach does not imply that non-Western or Indigenous
cultures are better than Western cultures, or vice versa. Please also note that
this gesture – to look to other cultures in search of useful things – carries
the risk of (neo)colonialism and harm. My current gesture is meant to be
respectful; I intend to learn from diverse cultures. Moreover, I understand
that there is diversity of opinions within a culture; “A single ‘Indigenous
perspective’ does not exist” (Lewis, 2020, p. 4).

The goal of this essay is to explore alternative ways to design and deploy
digital technologies, thus attempting to more effectively deal with societal
and environmental issues. It is meant to help raise awareness and to inform,
inspire, and empower people to act more collectively, working as active
citizens, rather than as individual and passive consumers or subjects at the
receiving end of what corporations or states design and deploy.

This exercise has roots in Aristotelean virtue ethics, which is concerned
with enabling people to cultivate relevant virtues to live well together. The
premise is that people can use digital technologies as tools to cultivate
specific virtues (Vallor, 2016). Rather than what often happens, the other
way around. Currently, corporations, with business models for grabbing
and monetising people’s attention, offer social media apps that corrode
people’s virtues like self-control, honesty, or civility by luring them into
their platforms and incentivising them to spread fake news and engage in
mud-throwing and polarisation (Vallor 2016: pp. 159-187).

The examples below are from different continents: Ubuntu and the
example of a language app for African languages; Māori data sovereignty
from New Zealand; the building of a Lakota sweat lodge to inform building
computer hardware; and the empowering use of digital technology in a
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favela in Brazil.1 Please note that the discussions below are merely vignettes
or illustrations. For a fuller appreciation of people’s perspectives and expe‐
riences in these vignettes, more extensive research would be required.

2. Ubuntu, a language app, and relational ethics

Several cultures in sub-Saharan Africa adhere to variations of the philoso‐
phy of Ubuntu; Ubuntu recognises the humanity of a person through that
person’s relationships with other people. It is often summarised as follows:
I am because we are. Ubuntu has been a key tenet in the work of the Truth
and Reconciliation Commission in South Africa in the mid-1990s and in
Bishop Desmond Tutu’s leadership.

Bhala keyboard app (https://mamgobozidesign.com/bhala-rebra
nding), designer: Osmond Tshuma (Mam’Gobozi Design Factory),
2021; used with permission

Sábëlo Mhlambi, a Fellow at Harvard’s Berkman Klein Center for Internet
& Society and a Technology and Human Rights Fellow at the Carr Center

Figure 1:

1 This approach, to present examples, was inspired by Jer Thorp’s ‘Living in data’ (2021);
it has many illustrations, to tell stories not only verbally, but also visually. Similarly, I
also included illustrations. The Māori example (below) also appears in his book.
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for Human Rights Policy has pioneered the application of Ubuntu philoso‐
phy to the design and application of AI systems. He articulated the follow‐
ing critiques: people from marginalised communities are often excluded
from the design process; there are biases in the collection of data and in
the selection of features; the people involved in design often view technol‐
ogy as neutral and fail to recognise the many and diverse relationships
that exist in society; and systems can lead to harmful commodification
and centralisation of data and resources. Drawing from Ubuntu, Mhlambi
(2020) argues that “[t]echnology should be created with a normative goal to
eradicate inequality through the participation of the most disenfranchised”,
and proposed that systems can be “used for public good and made available
to the public in ways that protect privacy and promote the wellbeing of
society” and that “[g]reater funding and access to technical skillsets must
be made available to the most disenfranchised” (p. 25). Moreover, Mhlambi
(2020) founded Bhala, an AI startup that aims to democratise the advances
of AI to millions of Africans.2 The company offers a free keyboard and
stickers app for African languages like Ndebele, Shona, Swati, Swahili,
Xhosa, and Zulu, with a spell-checker, auto-complete function, and tools
to classify, generate, and correct texts in these languages (see Figure 1). This
is meant to remedy the default bias, persistent in digital technology towards
English, and thereby promote more linguistically and culturally appropriate
communication via digital technology.

More broadly, a similar approach has been developed under the header
of relational ethics (Birhane, 2021; Birhane & Cummins, 2019; Mhlambi,
2020; Mhlambi & Tiribelli, 2023), as an effort to repair and supplement the
default assumption that people are isolated individuals. Relational ethics
can be understood to include ethics of care and feminist ethics (Held,
2006). This approach is concerned primarily with, for example, the well-be‐
ing of people who are affected by a specific system’s deployment and the
empowerment of the people affected by decisions regarding design and
deployment. Their participation in these processes and criticism of systems
– notably, the ways in which their deployment can exacerbate injustices or
inequalities – is imperative in shifting power balances.

2 https://sabelo.mhlambi.com/ and https://www.itweb.co.za/article/bhala-app-lets-loca
ls-create-online-content-in-their-own-lingo/raYAyqodRDnvJ38N. Please note that this
app is still in beta and is only available for Android at the time of this publication.
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3. Māori data sovereignty and self-determination

This story starts with the Treaty of Waitangi (see Figure 2) (Thorp 2021:
pp. 219-235). In 1840, representatives of the British Crown and Māori chiefs
from New Zealand’s North Island signed a treaty with three articles. In
Article 1, the Māori people agreed to cede their governance rights to the
Crown. Article 2 establishes that the Māori will retain full chieftainship
(rangatiratanga) over their lands, villages, and all their treasures (taonga).
In Article 3, the Māori people obtain full rights and protections as British
subjects. We will focus here on the word “treasures”. This includes not
only material objects but also culturally valuable resources and immaterial
objects, ideas, and techniques. Over several years, the scope of taonga has
been debated.

Treaty of Waitangi; https://en.wikipedia.org/wiki/File:Treaty_of_
Waitangi_all_documents.jpg

This is not unusual with treaties; before and after their signing, parties de‐
bate the precise wordings and their meanings, especially if a treaty is writ‐
ten in different languages, as is the case with the Treaty of Waitangi, which
was written in both English and Māori. A key question is: What belongs
to taonga? The answer determines over which taonga the Māori will retain
full chieftainship. In the course of the 1980s and 1990s, a series of rulings
determined that radio frequencies, spiritual places, and knowledge about
flora and fauna belonged to taonga. Similarly, the Māori Data Sovereignty

Figure 2:
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Network (Te Mana Raraunga) advocates for Māori rights regarding all
sorts of data that pertain to their way of life, their environment, and their
culture.3 This would mean that these data are and remain Māori’s taonga
even if these data are collected by an organisation in the UK and stored in a
cloud service of a corporation in the US).

For data sovereignty, the United Nations’ Declaration On The Rights Of
Indigenous Peoples of 20074 is also relevant. It prioritises and emphasises
rights for self-determination, autonomy, and participation and includes
rights that pertain to cultural heritage and knowledge (e.g., public health
data and data about animals and plants). For former colonies, like New
Zealand, this is crucial. Data sovereignty is an effort to try to repair some
of the damages of colonisation, similar to giving back ownership over
objects that were stolen during colonisation. Moreover, data sovereignty
is meant to combat common practices in which states or companies from
abroad collect data on Indigenous people and their environment, owning,
analysing, and utilising this data for their ownbenefit and causing harm to
the people to whom these data pertain. We can learn from this example
concerning the technological sovereignty of the EU5 vis-à-vis the US (where
corporations have much power) and China (where the state has much
power) to promote freedom, equality, democracy, and participation.

4. Building a Lakota sweat lodge and building computer hardware

First a bit of context. In 2019, a group of diverse, mainly Indigenous, people
– from Canada, Australia, New Zealand, and the US – came together “over
20 months, across 20 time zones, during two workshops” (Lewis, 2020, p.4)
to explore various approaches to AI. Although their approaches are very
different, they share several tenets, such as Locality, i.e. the requirement
that AI systems are designed in partnership with Indigenous communities,
and Relationality and reciprocity, i.e. the requirement that AI systems help
to appreciate how humans and non-humans are interdependent (Lewis,

3 https://www.temanararaunga.maori.nz/
4 https://www.un.org/development/desa/indigenouspeoples/declaration-on-%20the-rig

hts-of-indigenous-peoples.html
5 https://digital-strategy.ec.europa.eu/en/news/digital-sovereignty-european-chips-act-e

nters-force
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2020, p. 20-21).6 In the workshops, one subgroup drew parallels between
the process of building a Lakota sweat lodge and building computer hard‐
ware, proposing that both can be done “in a Good Way … because AI
cannot be made ethically until its physical components are made ethically”
(Lewis, 2020, p. 76). For the Lakota, “[t]he sweat lodge is a place where
knowledge is generated about the world” (Lewis, 2020, p. 76) just as a
computer is a place where knowledge is stored and processed (see Figure 3).

Building a sweat lodge; (https://commons.wikimedia.org/wiki/
File:Building_the_Turtle_Shell_(2028489212).jpg)

When building a sweat lodge, it is critical to start with identifying a specific
need and involving relevant stakeholders: “individuals and community
members, known and unknown, seen and unseen, including: Stone Spirits,
Plant Peoples, Animal Peoples” (Lewis, 2020, p. 77). Similarly, building

Figure 3:

6 Several more tenets are mentioned in the Indigenous Protocol (Lewis 2020, pp.
20-22): ’Responsibility, relevance and accountability; Develop governance guidelines
from Indigenous protocols; Recognize the cultural nature of all computational technol‐
ogy; Apply ethical design to the extended stack; Respect and support data sovereignty.’
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a computer device would need to start with identifying a specific need
and involving, for example, the communities of the places from which
raw materials originate. Furthermore, each object that goes into building a
sweat lodge needs to be compensated for in some way, “offering something
valuable in exchange” (Lewis, 2020, p. 78). Analogically, regarding comput‐
er hardware, the people involved in mining the materials are entitled to
fair compensation and safe working conditions. After mining, the earth
would need to be repaired to a healthy state. Finally, the people who build
a sweat lodge are required to repurpose, return, or transform the materials
they have used. For computer hardware, this would entail requirements
to repurpose or otherwise take care of the materials after the computer
hardware’s life cycle.

One can draw parallels with concerns for the materials, labour, and
energy that go into building and using AI systems and the costs and risks
to people and the environment (Bender et al., 2021; Crawford, 2021). This
problem is particularly hard to solve. Very often, especially for organisa‐
tions with few resources, it is convenient to procure affordable hardware
and cheap cloud services from big tech (e.g., an Android phone and Gmail)
rather than more ’responsible options’ (e.g., a Fairphone and Protonmail).
While some people are able to build their own hardware with, for instance,
an Arduino or Raspberry Pi, or their own software models (e.g., Hugging
Face), this requires advanced expertise and skills. This need motivate public
agencies or grassroots organizations to provide training options to develop
such technical expertise and skills.

5. LAN Houses and mobile phones in a favela

This example considers how disadvantaged (“oppressed”) people in a favela
in Brazil can utilise technology for their empowerment (see Figure 4). This
is based on extensive ethnographic studies by David Nemer (2022). He
grew up close to the favelas, but never physically went there. This is typical;
favela residents often stay in the favelas, and non-residents rarely go into
the favelas. Nemer builds on the ideas of Paulo Freire and discusses how
people can use digital technology to fight for freedom.

The favelas of Brazil are infamous for their gangs, trafficking, and vi‐
olence. This is, however, not the whole story. The favela residents use
technology in creative ways to build community, foster safety, and improve
their lives. In the favelas, there are Telecenters and LAN Houses. These
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function not only as places where people can use computers and go online
but also as shelters when a gunfight breaks out on the street. They also
function as places where children can hang out safely, use Facebook, and
play games. They are educational hubs where people can learn computer
skills, write their CVs, and apply for jobs online (Nemer, 2020, p. 55-80).
Moreover, some Telecenters and LAN Houses enable the favela residents to
access the internet on their mobile phones. Typically, the mobile operators’
service within the favelas is poor, and subscriptions to internet providers
are often too expensive for favela residents. To combat this issue, Cyber
LAN House Gustavo “used fifteen Linksys routers placed inside plastic
boxes on the light poles and five hundred meters of Ethernet cable to
connect his LAN House” (Nemer, 2020, p. 43). With this hack, he was able
to provide affordable internet access to the favela residents.

Furthermore, this LAN House now had strong Wi-Fi, which changed
how favela residents can use their mobile phones or “xinglings”. Typically,
they would switch off the mobile data (too expensive) and use Wi-Fi instead
to go online (Nemer, 2020, p. 47). Now, groups of, for instance, three or

Example of a favela in Rio de Janeiro; (https://commons.wikimedi
a.org/wiki/File:Favela_cantagalo.JPG)

Figure 4:
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four friends, could use their mobile phones in ways that promote commu‐
nity. One friend brings a mobile phone. Another brings a charger. Another
friend brings a USB cable to connect to the LAN House computer. They
can then hang out and socialise, sharing the phone and the computer. This
looks distinct from a group of four people looking at their separate mobile
phones, as is typical in many other places. This example can inspire novel
ways to empower disadvantaged communities, not by inventing products
or services for them, but by enabling them to find ways to use digital
technology that supports them in their specific circumstances.

5. Discussion and conclusion

Now, what can we learn from these examples? How can they help us to ex‐
plore ways to enable people to design and use digital technology differently
and, more specifically, to find ways to live well together?

As noted already, there is a risk of looking at other cultures to find useful
things, to grab these and to use these to do more of the same, and not learn
anything new (Steen, 2012). This we need to prevent. Instead, to do justice
to the people we want to learn from, we can organise communication, col‐
laboration, and mutual learning (Steen, 2022). Meanwhile, to facilitate such
communication and collaboration, below are several tentative conclusions,
mainly meant as suggestions.

Please note that some findings may seem obvious on a theoretical level.
On a practical level, however, it can be very challenging to design and
deploy technology in ways that facilitate freedom, equality, and conviviality,
especially given the dominant and default emphasis on designing and using
technology to increase control over people, make short-term, financial
profits based on exploitation, and increase efficiency. The move from indi‐
viduality to conviviality can be especially challenging indeed.

From Ubuntu and relational ethics, we can learn to include a broad
diversity of people – not just those who write and read English – in the
design and deployment of technology. Such perspectives can help to draw
attention to the deleterious impact of power differences or imbalances.
Often, corporations and states have too much power. From the example of
Māori data sovereignty and self-determination, we can learn about owner‐
ship and control. Using legal documents and legal reasoning, people can
obtain ownership and control over data about their own lives. This would
be a welcome alternative to the default practices of corporations and states
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that collect and utilise data to further their objectives. The example of
building a Lakota sweat lodge draws attention to the materials, labour, and
energy that go into the creation and deployment of digital technology –
state-of-the-art AI systems in particular. The resources involved typically
are outside of most people’s awareness. The extraction of materials and
the consumption of energy happen overseas: in mines, often in conflict
areas, and in unhealthy sweatshops and unfair supply chains. Any initiative
aimed at managing materials, labour, and energy with greater care and
responsibility is encouraged. Finally, the examples of favela residents using
digital technology for their empowerment remind us of the need to make
technology flexible, so that people can adopt and modify it to fit their own
ways of living and goals. Furthermore, it can remind us to give ordinary
people, as prospective users, a say in the design process, so they can con‐
tribute meaningfully and transcend their role of mere ‘users‘ ((Schuler &
Namioka, 1993, Oudshoorn & Pinch, 2003). Moreover, we need to involve
more stakeholders, to speak on behalf of people affected by the technolo‐
gy’s deployment, and act to protect and conserve the environments from
which materials and energy are sourced.
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From theory to practice: An empirical study on communities of
practice at the intersection of science, civil society, and the arts

Ines Weigand

Abstract: The understanding of science and the knowledge landscape
has undergone a continuous paradigm shift from science as an exclusive
authority and institutionally protected space for the production and valida‐
tion of knowledge with a high degree of autonomy, to more open and
social models in which institutionalised science engages with non-scientific
actors in a collaborative, reflective and transparent manner. This requires
the development of interdisciplinary and participatory research and learn‐
ing practices that integrate multiple perspectives and epistemologies, as
advocated by the Open Science movement. Alongside these theoretical
debates and reflections, communities and collectives that explore and prac‐
tice new ways of learning and understanding are emerging international‐
ly. With do-it-yourself and do-it-together biology, as well as bio-hacking,
bio-making, and bio-art, there is an emerging landscape of life science
initiatives with parallels to the Open Source movement, which features free
software principles, hacking practices, and the potential to democratise and
open up academic knowledge. This paper presents initial findings from
interviews with 10 Communities of Practice in this field, analysing their
knowledge practices and cultures. It concludes with an outlook theorising
how academia can participate in these knowledge ecosystems, focusing
primarily on the role of participatory and practice-based design research.

Keywords: open science, citizen science, communities of practice, open
knowledge, science-art relations, situated knowledge, situated learning

1. Introduction

a) Complex problems and the need for new ways of knowledge production

Complex problems such as climate change and biodiversity loss are among
the most pressing challenges of our time. These issues are characterised by
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an unmanageable number of interacting factors that make objective and
definitive answers as impossible as analysing the problems from a single
perspective or discipline (Rittel & Webber, 1973). Because individual disci‐
plines produce fragmentary views of reality, interdisciplinary and transdis‐
ciplinary approaches are required, integrating scientific disciplines with
knowledge produced by non-scientific actors. This insight, and the conse‐
quent need for transdisciplinary knowledge production and learning
practices, is now widely accepted in the scientific community, as reflected
in the range of publications, discussions, and research on the subject, such
as those compiled by Thorsten Philipp and Tobias Schmohl (2023) in
Handbook Transdisciplinary Learning.

The critique of how science produces and constitutes knowledge, and
thus a conception of reality, has not only been triggered by the recent real‐
isation of anthropocentric climate change. This critical school of thought
challenges the ontological separation of nature and culture as conceived
by the academic disciplines of the natural and cultural sciences, calling
for more holistic concepts that take into account the interaction between
these spheres. But the critique goes back even further to the twentieth
century, when the exclusive authority and institutionally protected way
in which science produces, legitimises, and validates knowledge was
criticised and the pure objectivity of science was questioned. Instead, the
practice-philosophical turn, including feminist philosophers such as Donna
Haraway, emphasised the role of socio-cultural influences and practice
in producing knowledge. This included an understanding of "science and
theory not as the opposite of practice, but as doing science and uncovering
its power relations and hidden mechanisms" (Langemeyer & Zimpelmann,
2023, p. 248). Further concepts, such as that of situated knowledge, as
described by Donna Haraway in 1988, emphasise that knowledge becomes
effective in situated local contexts; it is always socially mediated and should
be critically explored in relation to the context in which it is produced
(Haraway, 1988).

Thus, the traditional ways of producing knowledge through academic
disciplines, their respective epistemologies and exclusively within academ‐
ic institutions have been increasingly challenged and concepts such as
Michael Gibbons' Mode 2 of knowledge production (1994) have gained
popularity. This mode describes an alternative concept of knowledge pro‐
duction that goes beyond the traditional academic framework and recog‐
nises different forms of knowledge. In contrast to the traditional Mode 1,
which is hierarchical, disciplinary, homogeneous and strongly academic,
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with a clear separation between scientific professionals and social actors,
Mode 2 is transdisciplinary, heterogeneous, and anti-hierarchical. It
takes place in an applied context and involves non-academic actors in
the knowledge production process (Gibbons et al., 1994) with a rhizomatic
and network-like structure (Nowotny, 1999). In this context, science "does
not stand outside society and distribute its gifts of knowledge and wisdom"
(Gibbons et al. 1994, p. 22) nor can it be seen as an autonomous space
separate from the rest of society. Rather, these spheres are interdependent;
non-scientific modalities of knowledge production are combined into sci‐
entific knowledge as a result of transdisciplinary cooperation.

The concern to make the institutionalised boundaries of science more
permeable has been put into practice by the Open Science movement,
which aims to make science more open, transdisciplinary and applica‐
tion-oriented and to promote collaboration and dialogue with knowledge
practices outside of science, as described in Mode 2 of knowledge produc‐
tion. While there is no precise definition of the term that reflects the
diversity of activities and perspectives of Open Science – it is more of
an umbrella term that encompasses "a multitude of assumptions about
the future of knowledge creation and dissemination" (Fecher & Friesike,
2014, p. 17) – there are some characteristic commonalities of Open Science
collected and structured in a 2014 literature review authored by Fecher
and Friesike: first, concerns about the exclusive infrastructure of science
and efforts to open up and share technological resources (e.g. collabora‐
tion platforms and tools); second, a commitment to expanding access to
knowledge creation beyond professionals (e.g. citizen science); and third,
considerations of alternative impact assessments (e.g. peer review); and
finally, advocacy for expanded access to knowledge itself (e.g. open access,
intellectual property rights) and for collaborative research (e.g. open data).

This brief overview highlights a significant shift in how we understand
the knowledge landscape and the role of science. Traditionally, science and
academia operated as exclusive authorities with a high degree of autonomy,
serving as institutionally protected spaces for the production and validation
of knowledge. However, this paradigm has evolved towards more open and
collaborative models, where science actively engages with non-scientific
actors and incorporates their knowledge. This new approach emphasises
collaboration, reflection, and transparency in scientific practices, requiring
transdisciplinary and participatory forms of research and learning practices
that integrate multiple perspectives and epistemologies.

Communities of Practice: between science, society, and arts
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b) Practicing the debate: new ways of learning and understanding

Alongside these ongoing theoretical debates, reflections and analyses, com‐
munities and collectives are emerging around the world to explore and
practice new ways of learning, understanding and being to address life
science-related anthropogenic challenges. With do-it-yourself and do-it-
together biology, bio-making and bio-hacking, but also through the inte‐
gration of artistic and design approaches, there is an emerging landscape of
life science-related initiatives with parallels to the Open Source movement,
which features free software principles and hacking practices as well as
the potential to democratise and open up life sciences and biotechnology
(Delfanti, 2013). The Community Biotechnology Initiative considers its
common purpose as follows:

Fundamentally transform life sciences & democratize biotechnology to
inspire creativity and
improve lives by organizing life science change-makers and bioenthusi‐
asts to build an inclusive global
network, cultivate an accessible commons of knowledge and resources,
launch community labs and
projects, and enable local educators. (The Community Biotechnology
Initiative, 2018, Statement of Shared Purpose 3.0, para. 2)

While the Community Biotechnology Initiative (2018) has already defined
itself as a movement by identifying its shared purpose and values, further
initiatives and collectives can be found in the broader field of creative
biology, biotechnology, and ecology that build open learning environments
that blur the boundaries between disciplines and actors. This includes
initiatives such as the Floating University, a NatureCulture learning site
in the heart of Berlin that revolves around a water retention basin, or
DIY Hack the Panke, a collective that explores Berlin's Panke River using
transdisciplinary methods. New languages of practice are being tested here,
a "practice that negates the institutional way of doing things, challenges
the need for unified transparencies of meaning, elaborates on processes
of making and thinking together and frees spaces in the city to do so
collectively" (Karjevsky, 2019, abstract). These initiatives can be classified as
Communities of Practice (COP), defined by Etienne and Beverly Wenger-
Trayer (2015) as a group of people "who share a concern or passion for
something they do and learn how to do it better by interacting regularly"
(p.2). In this way, these communities situate knowledge production and

Ines Weigand

270
https://doi.org/10.5771/9783748947585, am 09.04.2025, 13:28:31
Open Access –  - https://www.nomos-elibrary.de/agb

https://doi.org/10.5771/9783748947585
https://creativecommons.org/licenses/by/4.0/
https://www.nomos-elibrary.de/agb


learning in the context of social relations, highlighting the importance of
communities in the production and negotiation of knowledge. In doing
so, they translate the principles of collaboration and openness into the
production and distribution of knowledge, infrastructure, and resources
that transcend traditional academic boundaries.

This paper is dedicated to such COP and draws on insights from inter‐
views that were conducted with 10 COP over nine months within the
Research Group Design, Diversity and New Commons at the Weizenbaum
Institute and the University of the Arts in Berlin. This research group ex‐
plores and develops new forms of transdisciplinary and interdisciplinary
research that integrate different actors and knowledge cultures into the
research process through design methods. As described, transdisciplinary
and participatory forms of research and learning practices that integrate
multiple perspectives and knowledge cultures are seen as essential to sup‐
port new approaches to tackling societal and environmental problems.

What kind of learning and research practices and environments already
exist beyond academia? What characterises their practice, and how can
academia fruitfully interact with them? The paper aims to contribute to this
discussion by exploring the ecosystems that these COP build and analysing
their knowledge cultures, (infra)structures and practices. It also aims to
raise awareness within academia of existing practices and communities that
are outside academia and therefore may not be seen.

2. Method

To explore these questions, 10 interviews were conducted with COP. The
focus was on the motivation, agenda and history behind the projects,
the understanding and role of communities and networks, and practices
and methods that proved valuable or challenging. The interviews lasted
between 45 and 60 minutes, took place with one or two people at a time,
were recorded and transcribed Clean Verbatim, and were finally coded
thematically using qualitative content analysis according to Mayring (2022).
The interviewees were the initiators or directors in eight cases, and mem‐
bers of the projects in the remaining two. This was because the groups
were often self-organised in organically growing networks without strong
hierarchies; there was not always one person who could be identified as the
director or head of the group.
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All the interviewed COP are challenging academic structures of knowl‐
edge production and dissemination by pursuing an activist agenda by
opening up and democratising processes of knowledge creation and dis‐
semination, involving multiple actors, perspectives and epistemologies in
a low-threshold collaborative learning process. All communities were ded‐
icated to the life sciences (i.e. they worked with biological or ecological
knowledge, issues and materials, and related anthropocentric challenges).
Representatives of the following initiatives were interviewed:

1) Open Wetlab of the Waag Futurelab: A laboratory for bio-design,
bio-art and do-it-together biology in Amsterdam, the Netherlands, that
explores biotechnologies and their impact on society and ecology.
2) Top e. V.: An association around an open lab in Berlin that reimagines
the laboratory as a shared space and aims to demystify biology and radi‐
cally lower the barrier to participation in modern bioscience, enabling
everyone to innovate and explore through do-it-yourself biology.
3) WoeLab: A free laboratory for social and technological innovation in
Lomé, Togo, addressing various urban issues such as waste management,
as well as food and energy resources, using a collective approach.
4) Art Laboratory Berlin: A research platform in Berlin that bridges the
gap between science, art, design and the public, offering various formats
of citizen science.
5) Floating e. V.: A self-organised space and group that revolves around
a water retention basin in Berlin, the Floating University, where prac‐
titioners from diverse backgrounds meet to collaborate, co-create and
imaginatively work towards the future.
6) Mediamatic: An art centre in Amsterdam, the Netherlands, that focus‐
es on nature, biotechnology and art+science in an international network
and organises lectures, workshops, and art projects for the general pub‐
lic.
7) Symbiotic Lab: A collective in Berlin that works through design and
art to make ecological issues and concerns accessible, focusing on aes‐
thetic and participatory approaches.
8) OpenLabBrussels: A lab at the Erasmus Brussels University of Applied
Sciences and Arts in Belgium that regularly opens its doors to allow
anyone interested in biomedical sciences to set up research projects,
making biotechnology as accessible as possible to a diverse audience.
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9) DIY Hack the Panke: An art-science collective that uses transdisci‐
plinary methods to explore Berlin's Panke River with the public, co-or‐
ganised with Art Laboratory Berlin.
10) MY-CO-X: A Berlin-based interdisciplinary art-science collective of
artists, architects and fungal biotechnologists that enables an artistic-sci‐
entific discussion about the future social significance of fungi.

The initiatives were linked in various ways, creating a network of collabo‐
ration across national borders and institutions. For example, the citizen
science project Mind the Fungi, a cooperation between the Institute of
Biotechnology at the TU Berlin and the Art Laboratory Berlin between
2018 and 2020, extended scientific research with artistic and design-based
research and worked on the development of new ideas and technologies
for fungal and lichen-based materials (Art Laboratory Berlin, 2020). They
involved various actors from the COP, such as Regine Rapp and Christian
de Lutz (Directors of Art Laboratory Berlin), Vera Meyer (co-initiator of
MY-CO-X, in the project in her role as Head of Applied and Molecular
Microbiology at the TU Berlin), Fara Peluso (member of DIY Hack the
Panke), and Alessandro Volpato (member of Top e. V.). Given this network
configuration, the selection process of the communities was often guided by
their mutual collaboration. Often, one interview led to another by following
up on projects they had undertaken together.

Although the communities differed significantly in some respects, such
as the extent to which their practice was informed by critical theory, how
closely they were linked to academic structures or how strongly they pur‐
sued the idea of a laboratory, the interviews revealed some underlying com‐
mon principles of their work. To identify them, the content was coded fol‐
lowing inductive category formation based on Mayring's (2022) qualitative
content analysis. The interpretative categories that emerged are outlined in
the next chapter. The relationship with academia is described first followed
by a more detailed discussion of the principles of their work. Finally in the
conclusion, the findings are placed in a theoretical context, and an outlook
is given on how these communities and academia might work together and
what role participatory and practice-based design research can play in this.
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3. Empirical study

a) Relationship with academia and its institutions

The relationship between the initiatives studied and the institutionalised
academic world proved to be complex and ambivalent, both in terms of the
focus on academic knowledge itself and the interaction with the structures
of the academic system. While academic knowledge is an important basis
for many of the projects, and many of the interviewees had an academic
background or even worked in academia, all projects were characterised by
a desire to break out of academic structures.

Frustration was expressed by the COP regarding the funding system
behind academic knowledge, which directs and disciplines research and
decides what counts as research or science in general and what does not:
"The struggle is related to the pressure to produce results that appeal
to funders and institutions [...] It's the way of what kind of output you
consider valuable to be output in general" (T. Peeters, initiator of OpenLab‐
Brussels, personal communication, November 20, 2023). There was also
criticism of the linear, categorising and structured division of work and
methods required in funding project proposals, which contrasted with the
open-ended and process-oriented work of the communities. Role conflicts
were described in relation to both funding and the academic structures
themselves, the categorisation of which “scientists” and “non-scientists” had
previously failed to capture: "What defines the citizen scientist? If an artist
leads a workshop through the forest to get materials for the scientists [...]
does that count too?" (C. de Lutz, Co-Director of Art Laboratory Berlin,
personal communication, March 11, 2024). Other organisations recognised
the need for academia to differentiate itself from other methods and actors
behind the term citizen science, problematising the authority to define
citizen science: "Science comes from academia, but from our point of view
it's do-it-yourself science, the initiative comes from yourself, so we don't
have the problem of defining citizen scientists or citizen science – academia
has the problem of defining it" (A. Volpato, member of Top e. V., personal
communication, July 10, 2023).

Another issue related to the relationship with institutions was also the
dependence on academic institutions for equipment and technology that
was donated or borrowed from institutions as it exceeded the financial
means of the projects and initiatives.
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b) Crossing borders: transdisciplinarity and art-science collaborations

All initiatives highlighted transdisciplinary collaborations, especially those
involving artistic and design approaches and methods – that is, collabora‐
tions that go beyond the use of artistic approaches to science communica‐
tion (e.g. information visualisation) but are conceived as an epistemological
practice. Different aspects were identified as benefits. In one respect, the
ability of the arts to critically reflect and question knowledge introduces
a more social and personal view of the conditions and consequences of sci‐
entific knowledge and shifts the boundaries of science to include political
and activist perspectives: "Artists look at working with living matter in a
fundamentally different way, their interest often goes to the ethical, whereas
in science, because there are high expectations of science, it has to move
forward" (L. Evers, Head of Open Wetlab and Make programme at Waag
Futurelab, personal communication, November 24, 2023). The same applies
to an experiential and sensual approach to issues. An experience-based
and self-reflexive approach cannot be achieved with purely scientific pro‐
cedures, the latter blocking access to certain types of knowledge. Artistic
and design approaches have been able to make knowledge tangible and ex‐
perienceable. For example, the temperature-insulating properties of fungal
materials could be experienced directly through designed artefacts, which
could only later be proven by scientific methods. In addition, the freedom
of artistic approaches to take unconventional paths and the permission to
have a personal research position to work on and explore issues was valued:
"Artists are allowed to have a personal research position and way of work‐
ing, whereas science is bound to more methodological ways of producing
knowledge" (L. Evers, Head of Open Wetlab and Make programme at Waag
Futurelab, personal communication, November 24, 2023).

Another obstacle to cooperation between the arts and sciences could
be observed in differing ideas about working standards. Conflicting ideas
about methods, work processes and the measurability of results can be
debilitating as these factors have an impact on the funding of projects.
To obtain project funding, working methods, work and project plans, and
measures and milestones often have to be described and defined in detail
in advance in applications, which contradicts the open, experimental and
critical approach of artistic work.

The lack of institutional interfaces between science and art was cited as
a further obstacle. This deficit requires a particularly high level of personal
motivation and effort on the part of those involved as well as an active
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search for suitable actors to collaborate with: "They were completely off
the radar of the scientific community because art and design publish in
their journals or in their media and exhibitions" (V. Meyer, co-initiator of
MY-CO-X, personal communication, November 10, 2023).

Other challenges mentioned were related to semantic issues, such as
finding a common meaning of vocabulary to avoid misunderstandings and
promote effective communication.

c) Co-creation, community learning and networks

The communities and networks that expressed the underlying principle
of co-creation and engagement with others were seen as essential to the
initiatives. Most of the initiatives were based on emerging or existing com‐
munities. These groups formed organically over time, usually based on
individual projects and collaborations that led to further plans and projects,
often resulting in the formation of whole ecosystems of actors. Informal
bottom-up networking was successful, while top-down approaches to 'force'
a community or network often failed. It was notable that the language used
to describe these processes of networking and self-organisation repeatedly
drew on biological and ecological terminology, reflecting the organic dy‐
namics of the structures, agendas, and concerns that the communities were
dealing with.

Diverse and non-hierarchical collectives, where the group rather than
the individual comes to the fore and takes the lead, were described as
enriching:

To work in a collective where you hand over responsibility [...] suddenly
everyone brings their own ideas or everyone is always thinking along
with you, which suddenly opens up possibilities that weren't even on
your radar before. If you only do it from one discipline, you miss things.
(V. Meyer, co-initiator of MY-CO-X, personal communication, Novem‐
ber 10, 2023)

It was also seen as valuable if the community participants themselves came
from different backgrounds and were willing to combine and share these
experiences. These backgrounds need not be disciplinary and could rep‐
resent other dimensions of diversity, such as different age groups. Some
of the initiatives, such as the SymbioticLab or DIY Hack the Panke, also
extended the traditional community or actor concept to non-human actors
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and explored approaches to giving them a voice in their processes, for
instance integrating the Spree or Panke rivers in Berlin as actors.

Within the communities, the common agenda and ways of working
together were negotiated in ongoing processes of dialogue. Again, the
fluid and organic nature of constant change and negotiation within the
communities – as well as the testing of new constitutions – was emphasised,
including spatial aspects such as the water retention basin in the Floating
University, the Spree for the SymbioticLab or the Panke River in the DIY
Hack the Panke project. The constant transformation of the group and the
network was concomitant with a transformation of the space and its actors.

d) Openness and accessibility: do-it-yourself and do-it-together

As the academic world is often criticised for its inaccessibility, the issue of
access and openness plays an important role in the initiatives. The COP
attempted to create openness by making their structures, processes and
places transparent and freely accessible (i.e. welcoming to participate in
the projects and join the communities), thus following a do-it-together
approach. In addition, most of the COP had a strong focus on participa‐
tory activities, such as workshops, meet-ups, exhibitions, and lectures, to
encourage public involvement in project discourse. Some projects, such as
the Waag Futurelab, offer course formats, such as the BioHack Academy,
where individuals can learn how to design, grow, and extract biomaterials
using only Open Source hardware.

The do-it-yourself approach was also emphasised; many initiatives pro‐
vided low-threshold access to scientific topics, contributing to the demysti‐
fication of scientific knowledge:

That's why I started this, to make biology accessible to more people. I
never did a PCR [Polymerase Chain Reaction] when I was at school, and
they still hardly do it. I think that's crazy. I think they should be able to
do it when they're 16. (T. Peeters, initiator of OpenLabBrussels, personal
communication, November 20, 2023)

The do-it-yourself approach also played a role in keeping costs down and
strengthening self-empowerment and independent as well as self-directed
learning: "I think that's the value of do-it-yourself biology [...] it shows you
the possibilities to get involved and also if you can open something up
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and build it yourself, you own it" (T. Peeters, initiator of OpenLabBrussels,
personal communication, November 20, 2023).

e) Situating the practice: site-specific and practice-based work

The COP were characterised by their practice-based, material-oriented,
and site-specific work. On the one hand, site-specific and space-specific
work expressed itself in the evaluation of the site as a place of interest, in
which conditions, situatedness, and materials were salient. Common space
was also seen as important; in common places, different activities can take
place side-by-side, and actors could connect with and be inspired by one
other: "Co-working space where people share their knowledge, this is very
important to also have co-working spaces to share knowledge, not only
experience but also different kind of knowledge" (M. Gapševičius, member
of Top e. V., personal communication, July 10, 2023).

It was mentioned that the location should be neutral and not be primari‐
ly populated by one discipline or one institution:

We know that universities have to follow certain structures, but what if
members of a team decide to work in less closed environments? Then
I think the opportunities are interesting and innovative, therefore it is
possible. Of course, protocols and rules shouldn't be excluded, especially
in a scientific environment and when working for the safety of everyone,
but it is also worth considering those invisible structures that people
create among themselves. (F. Peluso, member of DIY Hack the Panke,
personal communication, November 13, 2023)

Practice played an important role for the communities as they sought to
bridge theoretical discourses with material realities, emphasising the impor‐
tance of working with the materials themselves to bring theories to life:

They [the philosophers] do it in the theoretical but they haven't come
back to the practical [...] in the case of Haraway I think it's really strong
because I don't think she builds enough on her biological background.
So sometimes when she writes about it, she's talking about something
that doesn't quite make sense on the scientific side. And so, there's this
interesting split. They're talking about science, but from a meta-level,
and they're not really doing it anymore. [...] And the artists we've worked
with, on the one hand, they're really interested in the posthumanism and
new materialism [...] but they also go into the labs [...] The work they
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make has to function. (C. de Lutz, Co-Director of Art Laboratory Berlin,
personal communication, March 11, 2024)

Practical experience can therefore be seen as essential for community
knowledge building.

4. Discussion and outlook

As described previously, in light of the complexities of our time, there is a
growing demand for recognition of and collaboration with different forms
of knowledge and knowledge production. This paper began by exploring
reflections and concepts that challenge and extend traditional notions of
scientific knowledge production, starting with the practice-philosophical
turn that emphasises the roles of socio-cultural influences practice in
producing knowledge. Concepts such as Mode 2 of knowledge production
and the Open Science movement were additionally introduced. These
concepts critically reflect how science produces knowledge and thus a
construction of reality. They aim to open the exclusive, disciplinary, and
linear structures of scientific knowledge production by seeking more trans‐
disciplinary, open, anti-hierarchical, social, and heterogeneous modes
of knowledge production, research and learning environments. A central
principle is the appreciation of other forms of knowledge beyond the aca‐
demic system and bringing academic knowledge more into dialogue with
non-academic actors and social contexts.

The interviews with the 10 concrete COP showed that most of these
aspects applied to the lived practice of these collectives. They were char‐
acterised by heterogeneous groups of actors with different knowledge
backgrounds who came together to share their knowledge in situational
contexts beyond academia and negotiated their agendas autonomously
and democratically. In doing so, they put into practice contemporary
theories of knowledge production and tested new forms of methodolo‐
gies that go beyond traditional academic disciplines to include, among
others, artistic and design approaches and methods. By involving places,
collectives, and even non-human actors such as the Spree or the Panke
rivers, the communities locate, situate, and negotiate their knowledge,
combining knowledge production with social and sustainability aspects.
Their open and experimental way of working, as well as the freedom to
create their own working spaces, where no paradigm has been established,
was described as enriching and important for their activities. Inclusivity
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and accessibility were created at different levels: the openness and accessi‐
bility of the communities and sites to interested parties, do-it-yourself
and do-it-together approaches as well as artistic methods, and the provi‐
sion and publication of knowledge under open licenses and protocols.

However, the very aspects that are described as positive also pose dif‐
ficulties in terms of working with academia. Funding structures create
challenges as they do not support the open, fluid, and hybrid ways in
which the COP work, instead demanding a planned methodological ap‐
proach, rigid roles, measurable and evaluable outcomes, and usability of
results. This puts pressure on communities to institutionalise themselves
in some way. Furthermore, the inaccessibility of academic spaces, such
as laboratories, and the lack of recognition as an independent form of
knowledge production beyond the function of transfer and dissemination
were mentioned as challenges.

How can these barriers and obstacles be overcome now that they are
conscious and articulated? How can collaboration between academia and
these communities be mutually fruitful, and what is the responsibility of
academia to ensure that this happens?

The network-like structures of the communities form an open knowledge
ecosystem that can be understood as a "metabolism of knowledge" (Meyer
& Rapp, 2020), reminiscent of the rhizome metaphor of Mode 2 of knowl‐
edge production. As described, such networks cannot simply be established
and designed from the top down; they require sensitivity, time and forms of
cultivation, as well as personal commitment to organic growth. Academia
should see itself as part of this knowledge metabolism if it is to continue
to meet the demand for openness and inclusiveness. The mutual encounter
should take place in a respectful dialogue at eye level, by integrating do-it-
together practices and by leaving space for an agenda that is not framed
only by academia. This also requires the creation of opportunities for
funding and collaboration, as well as access to academic facilities such as
laboratories. Academia must recognise and acknowledge that this landscape
is not neutral; rather, it is shaped by power dynamics that influence various
positions within these structures. It must also clarify its role by reflecting
on the standpoint from which it speaks.

Integrating different perspectives and epistemologies, emphasising the
role of practice, and developing new types of transdisciplinary knowl‐
edge networks has always been part of design research, as it has always
interacted with other disciplines and actors and mixed their methods and
knowledge cultures (Mareis, 2014). As an "emerging discipline or trans-dis‐
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cipline" (Joost et al., 2016, p. 7), design can build bridges between knowl‐
edge cultures and epistemologies and democratise the process of knowledge
production by involving multiple actors in research through do-it-together
practices. These aspects can also be found in space offers, such as the
Berlin Open Lab, initiated by the University of the Arts Berlin in coopera‐
tion with the Technical University Berlin, that serves as an experimental
space for transdisciplinary research at the intersection of technology,
society and art, located on the Campus Charlottenburg. With its project
space Critical Inquiry + Design, the space is a "transdisciplinary and
trans-university terrain that attempts to blur the boundaries of theory and
practice, academia and activism, and science and civil society" (Christensen
& Conradi, 2024). In doing so it explores new forms of knowledge pro‐
duction that share the means and values of the communities interviewed
and aims to integrate a variety of perspectives beyond academia into
research, strengthening the role of practice to open up new avenues of
transdisciplinary understanding. Further research builds on these aspects
by exploring how practice-based design research methods can integrate
critical theory and scientific knowledge cultures, making them accessible
through a personalised experiential learning approach.
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After the hype: the uncertain future of Smart Cities

Mennatullah Hendawy, Jana Baum, Anouk Cenan, Niklas Frechen,
Anne Goldmann, Pauline Heger, and Christoph Bieber

Abstract: The promising vision of Smart Cities has been the driver for
many projects, plans, and funding schemes across the globe within the
last decade. While making cities ‘smarter’ has always involved some form
of digital innovation in urban spaces, the term has remained open to
interpretation. Having spent several years researching Smart City plans
and their actual (non-)implementation, we propose that the concept of
Smart Cities does not seem useful in practice, as comprehensive urban
administration systems are not being established. We present observations
to illustrate that we may rather be entering a ‘post-Smart City era’ as the
crucial aspects of both ‘smart’ and ‘city’ have become blurred. Finally, we
provide some perspectives as to what this new era might entail.

Keywords: Smart City, Smart Region, urban innovation, perspective,
autonomy, centralisation

1. Introduction

In recent years, the concept of Smart Cities has permeated discourses
about urban development, driven by the promise of integrating digital
technologies to enhance urban management and quality of life. However,
the practical utility of this concept remains under scrutiny. This article
critiques the Smart City paradigm by examining its implementation and
effectiveness, proposing that we may be entering a post-Smart City era.
The necessity of rethinking the notion of a Smart City arises from the
observation that the term has been widely misused, often serving as a
veneer for projects that focus on technological advancement and enable
greater surveillance and control rather than genuine social improvement.
Our critique highlights a research gap in the existing literature on Smart
Cities, which has predominantly adopted a realist epistemology focused on
technological solutions without adequately addressing the socio-political
dimensions of urban digital transformation.
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Two years of dedicated collaborative research on Smart Cities have sig‐
nificantly enriched the foundation of this contribution, providing insights
and empirical data that inform our current analysis. Our interdisciplinary
collaboration and prior experience have allowed us to identify persistent
trends and evolving challenges within the Smart City paradigm, offering
new perspectives on what seems to work and what does not. Our ongoing
investigations have revealed not only the technological potential of Smart
Cities but also their socio-political complexities, guiding us to question
and refine the assumptions underlying their development. Engaging in a
continuous dialogue with Smart City practitioners, we began collecting
data in the form of field trips and expert interviews, which helped us
reconsider and expand our methodological approach. As cooperation and
co-creation are already common practices of Smart City professionals, we
tried to include elements of action research and living lab research into our
portfolio. This background has been instrumental in shaping our approach
to evaluating the impact of Smart Cities, ensuring that our analysis is
grounded in a nuanced understanding of both their achievements and
shortcomings. Through this informed lens, we aim to present a balanced
and critically engaged discussion that contributes to the discourse on urban
digital transformation.

This paper provides a critical examination of the Smart City concept,
questioning its practical utility and suggesting that we may be entering a
post-Smart City era. The primary research question we seek to address
is: What are the practical realities and future trajectories of Smart Cit‐
ies, and why might it be necessary to reconsider the conceptual frame‐
work underlying the Smart City paradigm? Ontologically, this research
challenges the traditional notion of a ‘city’ as a bounded urban space
by considering broader regional dynamics and decentralised urban-rural
linkages. Epistemologically, it adopts a critical stance that questions the
underlying assumptions of the Smart City narrative, emphasising the need
to integrate social sciences to understand the complex reality of urban
digital ecosystems. This perspective has the potential to influence future
research and practices in urban planning and technological policymaking,
marking a critical step towards reimagining our approach to Smart Cities.
We conclude our reflections by designing three speculative scenarios that
might shape the future beyond the Smart City discourse: (a) the evolution
of Smart Cities into Smart Regions, (b) the transformation into AI Cities,
and (c) the potential decline and obsolescence of Smart Cities.
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2. Smart Cities: a history

Since the 1990s, the term Smart City has become relatively popular when
discussing the relationship and dynamics between technology and urban‐
ism (Sharifi et al., 2021). In various scientific and political contexts, Smart
Cities were established as a concept describing how cities may use digital
technologies to become smarter, better, and more functional organisms,
for example, in terms of economy, mobility, or renewable energy. These
sectors of digitalisation acted as a technological backdrop for specific nar‐
ratives that supported the emergence of initiatives for city development,
gratefully adapted by local administration officials as well as international
companies and service providers who have driven the process over the last
two decades (Bieber & Bihr, 2016).

In their overview, Rapp and Moebert (2023) outline four phases of Smart
City development, drawing on technological trends and research literature.
A more precise specification of the distinctive phases lists ‘telematics’ as the
signature keyword of the 1980s describing the first steps of networked com‐
puting, followed by ‘early digitalisation’ efforts during the 1990s and 2000s
with growing online communication on a global scale. A considerable leap
forward was constituted by the rise of highly visible digital infrastructures,
such as sensors and cameras, which contributed to the traffic and mobility
narrative of Smart City development in the 2010s. Another boost resulted
from broad discussions concerning the Sustainable Development Goals
(SDGs), particularly discourses on climate and urbanisation, and closely
connected to various energy narratives. An underlying current since the
early 2000s has been the ubiquitous datafication of urban spaces (Bieber &
Bihr, 2016; Hashem et al., 2016), driven by the proliferation of multiple de‐
vices and processes that produce, trace, and store huge troves of data, thus
creating an Internet of Things (IoT). This development was most recently
followed by the rise of urban artificial intelligence (AI) triggered by the
advent of large language models and ‘transformer’-architectures (Frechen et
al., 2023; Weber & Ziemer, 2023).

Recently, there has been a shift towards alternative perspectives of the
Smart City, with scholars from interdisciplinary backgrounds advocating
for smart system interventions that are more attuned to users' needs, prefer‐
ences, and comprehension, reflecting ‘bottom-up’ expressions of smartness
(Hendawy & Da Silva, 2023). Simultaneously, concerns about issues in
Smart Cities like sustainability, decision-making, security, privacy, and data
operations (Sharifi et al., 2021) have been raised since the mid-2010s. This
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orientation toward the socio-political dimensions of urban planning and
Smart City development has shifted away from more descriptive, technolo‐
gy-based approaches, gradually paving the way for a different set of studies
focusing on specific stakeholders, their positions, arguments, controversies,
and conflicts.

3. Smart Cities: ideal concept vs reality

Although ‘Smart City’ has become an often-heard phrase, defining this
term remains somewhat difficult. The most basic concept of a Smart City
could be derived from the two parts of its name: ‘Smart’ implies a compre‐
hensive, intelligent, and efficient implementation of digital and technolog‐
ical innovations to improve the city in one way or another, be it from
a citizen’s or administration’s point of view, or both. ‘City’, on the other
hand, evidently refers to the idea that such implementations take place
in a potentially large, closely interconnected urban space. Over the past
few years, we and many other scholars have extensively discussed Smart
Cities from various perspectives and across disciplines, sometimes also in a
genuinely interdisciplinary setting (Augusto, 2021); we now posit that both
of the aforementioned basic elements (‘Smart’ and ‘City’) are challenged in
practice – continuously and without a clear path for a solution.

Regarding smartness, we earlier highlighted a fundamental flaw that is
found in both the scholarly discourse and the practical implementation
of Smart Cities – namely, the tendency for discussions to occur within
distinct disciplinary or infrastructural silos (Frechen et al., 2023, Kitchin,
2015). This challenge is also associated with big data in Smart Cities, which
tends to remain a sector-centred ‘mess’ (Frechen et al., 2023, p. 48). Dis‐
tinct Smart City narratives and corresponding sectors (Aoun, 2013) have
resulted in a loosely coupled array of silos, each containing substantial
amounts of data and insufficiently connected to each other (Weber &
Ziemer, 2023). We also found that notions of Smart Cities are frequently
put into practice through a series of fragmented initiatives rather than co‐
hesive, integrated strategies aimed at effectively managing both the city and
its infrastructure (see also Attaran et al., 2022). For instance, many cities
have initially expressed a commitment to solutions in the smart mobility
sector (e.g., HafenCity/Hamburg, Kalasatama/Helsinki), while other cities
have focused on smart climate considerations (e.g., Bo01/Malmö, Masdar
City/Abu Dhabi). As a result, the prevailing trend in smart solutions con‐
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tinues to focus on one sector-specific narrative without adequately consid‐
ering the interconnectedness, or lack thereof, among various other sectors.
This fragmented approach in dealing with Smart Cities lacks the essential
holistic and cooperative perspective necessary for the effective design and
implementation of Smart Cities in the real world (Weber & Ziemer, 2023).
Therefore, we have advocated for a departure from mono-disciplinary ap‐
proaches and for the dismantling of silos at the urban data level, favouring
instead the cultivation of innovative urban development through interdisci‐
plinary collaboration (Frechen et al., 2023). Considering this scattered and
chaotic landscape in terms of planning and data management, practical
applications of the Smart City concept seem to be less smart (and less
comprehensive) than the term may imply (see also Gonella, 2019).

Parallel to this, we have also noted the transition from city-centric
thinking to a more comprehensive regional perspective (Goldmann &
Baum, 2023). In adopting technologies developed by powerful platform
and technology providers or partner cities, networks of Smart Cities take
shape, easily transgressing traditional city limits. For instance, one resulting
phenomenon we observe is smart urban-rural areas, where a larger Smart
City spills over into the surrounding area and existing ideas and concepts
are extended beyond the actual city limits into the surrounding rural areas
(Matern et al., 2020). In contrast to these ‘extensions of the city’, we also
see developments on a hyperlocal scale, where thoroughly planned and
technology-heavy ‘smart districts’ within existing city structures are already
in an experimental mode, while the overall effects for the ‘host cities’
remain unclear (Radulova-Stahmer, 2023, p. 177). This phenomenon is
also illustrated by loosely organised smart energy communities that aim
to establish self-sufficient units within small portions of the city, trying to
break away from traditional infrastructures and administrative jurisdiction
(Meleti & Delitheou, 2020). Thus, the traditional concept of a Smart City
as one specific urban space seems to have been overtaken by a more com‐
plex intertwined phenomenon, which we further discuss in the following
section.

In sum, on the one hand, we see non-smart cities (sector-specific data
mess, infrastructure silos) and, on the other hand, smart non-cities (regions,
urban-rural areas). In other words, we find a difference between the Smart
City as a concept and the phenomenon in reality. This difference is reflect‐
ed in research about digitalisation, smartification, and urbanism. Here, we
aim to push the conversations around Smart Cities toward a more intercon‐
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nected and holistic understanding of the existing sector-specific governance
structures.

4. (Technical) decentralisation vs (administrative) centralisation?

Based on the issues presented above, there is a need for a more compre‐
hensive dialogue that delves into the interactions between the fragmented
sectors of Smart Cities and evaluates their impact on urban development.
Furthermore, we argue that there has been a struggle between centralised
city administrations and the increasing demand for decentralisation, sup‐
ported by the advanced usage of devices and data in various urban contexts.
This tension between centralisation and decentralisation can be interpreted
as a reflection of the question of what drives Smart City development:
administration, citizens, or technology?

As discussions about centralisation and decentralisation in the context of
Smart Cities are often linked to questions about sector-specific challenges,
this also applies to questions about the centre and the periphery. While the
term Smart City emphasises the importance of a single city and its adminis‐
tration, there is another trend focusing more on Smart Territories or Smart
Regions, thus signalling a shift from centralisation towards decentralisation
(Matern et al., 2020). The basic idea is that cities are no longer seen as
isolated entities (Amin & Thrift, 2002); instead, they are now considered
within larger geographical contexts (Matern et al., 2020, p. 2061).

Even if this may sound quite simple, the implementation is not yet
convincing. For example, Greco and Cresta (2017) look at the development
of Smart City projects in Italy, criticising that many initiatives only focus on
specific projects and not on the development of Smart Regions. In contrast,
the authors would like to see a process that ‘[extends] the benefits and
new opportunities for development [...] to the peri-urban and infra-urban
territories that are physically and functionally in the area of gravitation of
the main urban pole’ (Greco & Cresta, 2017, p. 283). This would not only
allow the regions around a city to benefit from digital progress but would
also create a complex system in which the territorial advantages of small
cities are utilised to benefit the region as a whole. Matern et al. (2020)
emphasise that most of the work on Smart Regions only concentrates
on the economic perspective for the purpose of growth and innovation.
Instead, they propose a more integrated understanding of Smart Regions
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as ‘urban-rural areas that are spatially reframed by digital technologies’
(Matern et al., 2020, p. 2064; see also Radulova-Stahmer, 2023).

While political initiatives, such as those seen in Europe, have pushed
more towards a Smart Region approach (European Commission, 2024;
FMFA, 2024), other initiatives have focused on singular, robust Smart City
centres, such as the New Administrative Capital in Egypt (Hendawy et
al., in press) or Masdar City in the United Arab Emirates. In summary,
the developments of centralisation and decentralisation in the Smart City
sector are occurring simultaneously at a global level.

In addition to this more spatial notion of ‘centre’ and ‘periphery’, the
terms ‘centralisation’ and ‘decentralisation’ are not only intricately connect‐
ed concepts but are also consistently characterised by inherent conflict
due to their contrasting approach to authority and decision-making (Page
& Goldsmith, 1985). Centralisation refers to the concentration of decision-
making and management functions within a singular central authority or
system, thereby consolidating control and oversight (Çiner, 2022). Pooling
resources and data in a centralised manner empowers cities to exploit
economies of scale, diminish redundant efforts, and bolster their ability to
adapt to shifting challenges and emergencies. Within urban management,
centralisation entails consolidating diverse functions and operations, such
as traffic regulation, waste management, and emergency services, into an
integrated platform or structure. Alternatively, decentralisation entails shift‐
ing authority, duties, and decision-making from a central body to lower
tiers of governance. This empowers local stakeholders to craft decisions
that suit their specific needs, priorities, and circumstances, allowing diverse
communities, entities, organisations, or sectors to tackle their localised
issues.

It is often assumed that in democratic societies, administrative structures
and decision-making processes tend to be decentralised, with power dis‐
tributed across multiple levels of government and agencies. In contrast,
administrative structures in autocratic regimes may exhibit centralised con‐
trol, with decision-making authority concentrated within a small group or
individual leader. As we observe the fragmented Smart City developments,
the decentralisation of infrastructure can be perceived as being heavily tied
to citizens wanting more autonomy from the original city. However, the
question remains: would decentralisation via digital technologies in Smart
Cities denote more autonomy for citizens? Therefore, to think about a
feasible and realistic implementation of Smart Cities, one must balance effi‐
ciency and autonomy in the face of decentralisation trends. Originally, the
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concept of digital technologies (and the internet) was often intended to pro‐
mote decentralisation and autonomy (see Benkler, 2006; Hafner & Lyon,
1998; Shirky, 2008; Turner, 2006). Yet, it has been demonstrated that they
can be either misused to exert greater control or can contribute to increased
control through the dominance of large digital monopolies (Lovink, 2022;
Morozov, 2011; Zuboff, 2018). While this stark contrast between diverging
theoretical perspectives might fuel future discussions about the level of
(de-)centralisation in Smart Cities, it also bears the potential to destroy the
conceptual framework.

5. The benefit of the Smart City hype

Although we provocatively question Smart City as a useful conceptual
envelope, we must note that while the concept may not be entirely realistic,
it definitely can serve as a catalyst for transformative activities within urban
landscapes. As mentioned earlier, we must differentiate between Smart
City as a concept and Smart City as a phenomenon. Despite the potential
challenges associated with actually implementing the building blocks of
Smart Cities, the popularity of the term has brought several benefits. For
instance, we have seen that the label of a Smart City and the vision to create
them has not only incentivised municipalities to take action but has also
sparked a redirection of initiatives and activities in the vast field of urban
innovation. As a conceptual trend, Smart Cities have raised awareness
about the importance of leveraging technology to improve urban living
conditions (Bieber & Bihr, 2016). This raised level of awareness has encour‐
aged innovation and investments in related technologies and infrastructure.
Additionally, the Smart City hype has fostered collaboration among various
stakeholders, including government agencies, businesses, and citizens, lead‐
ing to the development of partnerships and initiatives aimed at addressing
urban challenges. Furthermore, the attention garnered by Smart Cities has
attracted talent and expertise to the field, driving research and development
efforts aimed at finding solutions to complex urban issues. Overall, while
the practicality of the Smart City concept may be questioned, the hype
surrounding it has spurred positive advancements and discussions in ur‐
ban development. From a scientific point of view, the many – sometimes
productive, sometimes erratic – activities in Smart City-oriented research
have led to manifold perspectives on a diverse field. Although there will be
no coherent scientific community structured by well-built and specialised
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academic institutions any time soon, many contacts and discussions across
a broad set of disciplines have originated during this process. In this regard,
the complexity of the topic and the dynamics of technological progress and
innovations contribute to a slow but steady alignment across disciplinary
boundaries.

6. (How) will the concept of Smart Cities survive?

Currently, we are at a point where the Smart City concept is fading into
various other perspectives. Within this process, the future of the Smart
City remains uncertain, reminding us of the importance of the central
factors: the development of technology, the political response, and the role
of the public. But still, one could ask for alternative scenarios. Instead of a
conclusion, we will sketch out three possible futures of digitally enhanced
cities:

1) Smart Cities could turn into Smart Regions: Smart City cooperations
could turn out to be effective as Smart Regions that overcome the tradi‐
tional city. Such regions are ‘spatially reframed by digital technologies
and the respective social practices in a variety of fields (citizenship,
governance, economy, environment, mobility, infrastructure) on a dis‐
cursive, implemental and regulative level’ (Matern et al., 2020, p. 2064).
It is difficult to predict how this development would come into effect
as various technological, environmental, demographical, and political
factors blend into each other. To a certain extent, this process would
echo the rise of ever-growing ‘Megacities’ as a popular model of global
civilisation. On the other hand, the process might question the duality
between ‘centre’ and ‘periphery’ that is often translated into the rivalry
between ‘city’ and ‘region’. A possible convergence is an intriguing
outlook from both an empirical and conceptual perspective.

2) Smart Cities could develop into AI Cities: The discussion and narra‐
tives on Smart Cities might be absorbed by or integrated into the
next wave of digitisation, that is, AI. The amount of digital data in
urban environments collected from various IoT devices, as well as from
sensors and cameras, is continuously increasing. Thus, AI tools could
routinely be used to process and analyse these enormous troves of
information and might also contribute to overcoming the segregated
data silos derived from traditional Smart City-development projects.
Narratives of ‘Urban AI’ would then function as a key ingredient in new
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paths of urban development, offering AI-driven features and functions
such as e-mobility, smart grid, urban climate monitoring, engineering,
and more. As Popelka et al. (2023) note, the specific nature of AI Cities
as hybrid settings characterises this field of research:

Digital urban AI systems have intrinsic linkages with physical urban
systems, be it through the implementation of autonomous robotics
that operate in urban space or through the infrastructure of the
urban sensor systems that feed data to many urban AI platforms or
by virtue of the fact that the results of urban AI platforms play out
in urban space, affecting residents, as well as the built and natural
environment. (p. 14)

This could keep the current debates and projects of Smart Cities alive,
just with a new spin.

3) The Death of Smart Cities: After commercial investments have ceased
and funding periods have ended (and failed to be renewed), these once
popular initiatives could slowly dry out and die. Staff would be laid off
or transferred to other units, software would not be updated, data silos
would become outdated, and these spaces would turn into ‘digital lost
places’. As most of the research focusing on Smart Cities projects a cer‐
tain yet unspecified future, there is not much literature about a possible
decline or termination of such projects. Nevertheless, a more cultural
studies-based perspective could help explore this possible development.
Mattern (2021) specifies a broad landscape of ‘urban media’ in which
Smart Cities can be integrated at a certain stage of development. Addi‐
tionally, a ‘failed’ Smart City could be understood as a new form of
‘digital ruin’, a term applied by Garcia and Miller (2021, p. 163) to online
environments like ‘Second Life’ or the digital landscapes of computer
games.

All three scenarios suggest that researching the evolution and potential
futures of the Smart City concept, particularly in the context of transition‐
ing to a post-Smart City era, will require a multifaceted methodological
approach. At this point, while assuming possible futures of the Smart City,
we recommend using scenario analysis as an instrument to further explore
the transformation into Smart Regions, the development of AI Cities, and
the potential decline of Smart Cities. Constructing detailed narratives about
the future based on current trends, emerging technologies, and potential
policy decisions – for example, by organising a Delphi study with a diverse
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set of experts – would help understand different trajectories based on
technological, economic, and socio-political variables.

In this article, we have cautiously followed the shifting landscape of
Smart Cities. As a closing note, we would like to highlight the need to move
beyond siloed discussions and fragmented Smart City solutions (replicating
siloed urban administration structures). Instead, a more interconnected,
interdisciplinary, and wider-scale approach to urban development should
be embraced – while accepting that Smart Cities will always be a work in
progress.

References

Amin, A., & Thrift, N. (2002). Cities: Reimagining the urban. Polity.
Aoun, C. (2013). The smart city cornerstone: Urban efficiency. Schneider Electric White

Paper, 1, 1–13.
Attaran, H., Kheibari, N., & Bahrepour, D. (2022). Toward integrated smart city: A

new model for implementation and design challenges. GeoJournal, 87(S4), 511–526.
https://doi.org/10.1007/s10708-021-10560-w

Augusto, J. C. (Ed.). (2021). Handbook of Smart Cities. Springer International Publish‐
ing. https://doi.org/10.1007/978-3-030-69698-6

Benkler, Y. (2006). The wealth of networks: How social production transforms markets
and freedom. Yale University Press.

Bieber, C., & Bihr, P. (2016). Digitalisierung und die Smart City. Ressource und Barriere
transformativer Urbanisierung. WBGU.

Çiner, C. U. (2022). Centralization and Decentralization. In A. Farazmand (Ed.), Glob‐
al Encyclopedia of Public Administration, Public Policy, and Governance (pp. 1444–
1449). Springer International Publishing. https://doi.org/10.1007/978-3-030-66252-3
_2451

European Commission. (2024). Smart Regions. https://ec.europa.eu/regional_policy/p
olicy/communication/ partnership-with-media/smart-regions_en

FMFA. (2024). Digital vernetzt auf dem Land. Federal Ministry of Food and Agricul‐
ture, Germany. Digital Vernetzt Auf Dem Land. https://www.bmel.de/DE/themen/la
endliche-regionen/digitales/smarte-landregionen/smarte-landregionen_node.html

Frechen, N., Heger, P., Bieber, C. & Hendawy, M. (2023). “Making Sense of the Big
Data Mess. Why Interdisciplinarity Matters in Smart Cities.” Easy Social Sciences 69,
45-52. https://doi.org/10.15464/EASY.2023.12.

Garcia, G. C., & Miller, V. (2021). Digital Ruins: Virtual Worlds as Landscapes of
Disconnection. In G. C. Garcia & V. Miller, Disentangling (pp. 163–188). Oxford
University Press. https://doi.org/10.1093/oso/ 9780197571873.003.0008

Goldmann, A., & J. Baum. (2023). “Smart Cities in Metropolitan Regions – Analyzing
Strategies and Funding Schemes in the Ruhr Area, Germany.” 6. ICPP, Panel “Sci‐
ence, Technology and Innovation Policies in Metropolitan Regions”, Toronto, June.

After the hype: the uncertain future of Smart Cities

293
https://doi.org/10.5771/9783748947585, am 09.04.2025, 13:28:31
Open Access –  - https://www.nomos-elibrary.de/agb

https://doi.org/10.1007/s10708-021-10560-w
https://doi.org/10.1007/978-3-030-69698-6
https://doi.org/10.1007/978-3-030-66252-3_2451
https://doi.org/10.1007/978-3-030-66252-3_2451
https://ec.europa.eu/regional_policy/policy/communication
https://ec.europa.eu/regional_policy/policy/communication
https://www.bmel.de/DE/themen/laendliche-regionen/digitales/smarte-landregionen/smarte-landregionen_node.html
https://www.bmel.de/DE/themen/laendliche-regionen/digitales/smarte-landregionen/smarte-landregionen_node.html
https://doi.org/10.15464/EASY.2023.12
https://doi.org/10.1093/oso
https://doi.org/10.1007/s10708-021-10560-w
https://doi.org/10.1007/978-3-030-69698-6
https://doi.org/10.1007/978-3-030-66252-3_2451
https://doi.org/10.1007/978-3-030-66252-3_2451
https://ec.europa.eu/regional_policy/policy/communication
https://ec.europa.eu/regional_policy/policy/communication
https://www.bmel.de/DE/themen/laendliche-regionen/digitales/smarte-landregionen/smarte-landregionen_node.html
https://www.bmel.de/DE/themen/laendliche-regionen/digitales/smarte-landregionen/smarte-landregionen_node.html
https://doi.org/10.15464/EASY.2023.12
https://doi.org/10.1093/oso
https://doi.org/10.5771/9783748947585
https://creativecommons.org/licenses/by/4.0/
https://www.nomos-elibrary.de/agb


Gonella, F. (2019). The Smart Narrative of a Smart City. Frontiers in Sustainable Cities,
1, 9. https://doi.org/10.3389/frsc.2019.00009

Greco, I., & Cresta, A. (2017). From SMART Cities to SMART City-Regions: Reflec‐
tions and Proposals. In O. Gervasi, B. Murgante, S. Misra, G. Borruso, C. M. Torre,
A. M. A. C. Rocha, D. Taniar, B. O. Apduhan, E. Stankova, & A. Cuzzocrea (Eds.),
Computational Science and Its Applications – ICCSA 2017 (Vol. 10406, pp. 282–295).
Springer International Publishing. https://doi.org/10.1007/978-3-319-62398-6_20

Hafner, K., & Lyon, M. (1998). Where wizards stay up late: The origins of the Internet.
Simon &Schuster.

Hashem, I. A. T., Chang, V., Anuar, N. B., Adewole, K., Yaqoob, I., Gani, A., Ahmed,
E., & Chiroma, H. (2016). The role of big data in smart city. International Journal of
Information Management, 36(5), 748–758. https://doi.org/10.1016/j.ijinfomgt.2016.05.
002

Hendawy, M., & Da Silva, I. F. K. (2023). Hybrid Smartness: Seeking a Balance Be‐
tween Top-Down and Bottom-Up Smart City Approaches. In R. Goodspeed, R.
Sengupta, M. Kyttä, & C. Pettit (Eds.), Intelligence for Future Cities. CUPUM 2023
(pp. 9–27). Springer Nature Switzerland. https://doi.org/10.1007/978-3-031-31746
-0_2

Hendawy, M., Riad, R., & Elgredly, S. H. (in press). Visual politics of a mediatized
urban age: Tracing what the press news makes visible about urban planning—Case
of the new administrative capital city in Egypt. Nature Cities.

Kitchin, R. (2015). Making sense of smart cities: Addressing present shortcomings.
Cambridge Journal of Regions, Economy and Society, 8(1), 131–136. https://doi.org/10.
1093/cjres/rsu027

Lovink, G. (2022). In der Plattformfalle: Plädoyer zur Rückeroberung des Internets (P.
Ilyes & J. S. Theodor, Trans.). transcript.

Matern, A., Binder, J., & Noack, A. (2020). Smart regions: Insights from hybridiza‐
tion and peripheralization research. European Planning Studies, 28(10), 2060–2077.
https://doi.org/10.1080/09654313.2019. 1703910

Mattern, S. (2021). A City Is Not a Computer: Other Urban Intelligences (Vol. 2).
Princeton University Press. https://doi.org/10.2307/j.ctv1h9dgtj

Meleti, V., & Delitheou, V. (2020). Smart Cities and the Challenge of Cities’ Energy
Autonomy. In J. C. Augusto (Ed.), Handbook of Smart Cities (pp. 1–31). Springer
International Publishing. https://doi.org/10.1007/978-3-030-15145-4_50-1

Morozov, E. (2011). The Net delusion: The dark side of internet freedom. PublicAffairs.
Page, E., & Goldsmith, M. J. (1985). Centralisation and Decentralisation: A Framework

for Comparative Analysis. Environment and Planning C: Government and Policy,
3(2), 175–185. https://doi.org/10.1068/c030175

Popelka, S., Narvaez Zertuche, L., & Beroche, H. (2023). Urban AI Guide. Urban AI.
https://doi.org/10.5281/ZENODO.7708833

Radulova-Stahmer, R. (2023). Stadtraum im digitalen Wandel: Räumliche Auswirkun‐
gen digitaler Technologien auf Umwelt und Mobilität. De Gruyter. https://doi.org/10.1
515/9783868597875

Hendawy, Baum, Cenan, Frechen, Goldmann, Heger, Bieber

294
https://doi.org/10.5771/9783748947585, am 09.04.2025, 13:28:31
Open Access –  - https://www.nomos-elibrary.de/agb

https://doi.org/10.3389/frsc.2019.00009
https://doi.org/10.1007/978-3-319-62398-6_20
https://doi.org/10.1016/j.ijinfomgt.2016.05.002
https://doi.org/10.1016/j.ijinfomgt.2016.05.002
https://doi.org/10.1007/978-3-031-31746-0_2
https://doi.org/10.1007/978-3-031-31746-0_2
https://doi.org/10.1093/cjres/rsu027
https://doi.org/10.1093/cjres/rsu027
https://doi.org/10.1080/09654313.2019
https://doi.org/10.2307/j.ctv1h9dgtj
https://doi.org/10.1007/978-3-030-15145-4_50-1
https://doi.org/10.1068/c030175
https://doi.org/10.5281/ZENODO.7708833
https://doi.org/10.1515/9783868597875
https://doi.org/10.1515/9783868597875
https://doi.org/10.3389/frsc.2019.00009
https://doi.org/10.1007/978-3-319-62398-6_20
https://doi.org/10.1016/j.ijinfomgt.2016.05.002
https://doi.org/10.1016/j.ijinfomgt.2016.05.002
https://doi.org/10.1007/978-3-031-31746-0_2
https://doi.org/10.1007/978-3-031-31746-0_2
https://doi.org/10.1093/cjres/rsu027
https://doi.org/10.1093/cjres/rsu027
https://doi.org/10.1080/09654313.2019
https://doi.org/10.2307/j.ctv1h9dgtj
https://doi.org/10.1007/978-3-030-15145-4_50-1
https://doi.org/10.1068/c030175
https://doi.org/10.5281/ZENODO.7708833
https://doi.org/10.1515/9783868597875
https://doi.org/10.1515/9783868597875
https://doi.org/10.5771/9783748947585
https://creativecommons.org/licenses/by/4.0/
https://www.nomos-elibrary.de/agb


Rapp, H. P., & Moebert, J. (2023). Smart Cities: Investing in the digital future. Deutsche
Bank Research.

Sharifi, A., Allam, Z., Feizizadeh, B., & Ghamari, H. (2021). Three Decades of Research
on Smart Cities: Mapping Knowledge Structure and Trends. Sustainability, 13(13),
7140. https://doi.org/10.3390/su13137140

Shirky, C. (2008). Here comes everybody: The power of organizing without organiza‐
tions. Penguin Press.

Turner, F. (2006). From counterculture to cyberculture: Stewart Brand, the Whole Earth
Network, and the rise of digital utopianism. University of Chicago Press.

Weber, V., & Ziemer, G. (2023). Die digitale Stadt: Kuratierte Daten für urbane Kollabo‐
rationen. Transcript.

Zuboff, S. (2018). The age of surveillance capitalism: The fight for a human future at the
new frontier of power (First edition). PublicAffairs.

After the hype: the uncertain future of Smart Cities

295
https://doi.org/10.5771/9783748947585, am 09.04.2025, 13:28:31
Open Access –  - https://www.nomos-elibrary.de/agb

https://doi.org/10.3390/su13137140
https://doi.org/10.3390/su13137140
https://doi.org/10.5771/9783748947585
https://creativecommons.org/licenses/by/4.0/
https://www.nomos-elibrary.de/agb


https://doi.org/10.5771/9783748947585, am 09.04.2025, 13:28:31
Open Access –  - https://www.nomos-elibrary.de/agb

https://doi.org/10.5771/9783748947585
https://creativecommons.org/licenses/by/4.0/
https://www.nomos-elibrary.de/agb


Can civic data be counterdata and open data? Exploring the
limits of data, contestation and governance

Yuya Shibuya, Seyi Olojo, Andrea Hamm, Radhika Krishnan, and
Teresa Cerratto Pargman

Abstract: The increasing surveillance by big tech companies or/and gov‐
ernments has raised concerns about the democratic and participatory
structure of the datafied society. Meanwhile, over the course of the past dec‐
ade, various bottom-up civic tech and digital civic initiatives have emerged
to tackle pressing local issues, such as air pollution and disaster response,
often via technology-mediated data collection, curation, analysis, design
and visualisations, thus promoting democratic participation. In this article,
we discuss how these data are understood in diverse contexts beyond the
realm of civic tech and digital civics. In doing so, we explore the potential
and limits of civic data by exploring the intersections of and differences
between civic data and adjacent data-related concepts often used by civic
tech communities themselves: counterdata and open data. Through our
discursive exploration of these three data concepts, we conclude that under‐
standing is limited when it comes to determining which data are ‘civic’,
and that discussion of questions related to power structures, diversity and
inclusion and infrastructuring of civic data has been minimal.

Keywords: civic data, civic tech, counterdata, open data, participation

1. Introduction

Civic tech initiatives (Harrell, 2020; Schrock, 2019) often use the Internet
of Things (IoT), online survey tools and others to engage citizens to collect
data with the aim of improving community services, civic engagement/par‐
ticipation and citizens’ quality of life. Such initiatives have made various
contributions to generating open data (Dunn, 2016; Shibuya et al., 2022),
community building (Cerratto Pargman et al., 2018; Le Dantec & DiSalvo,
2013) and outreach (Le Dantec et al., 2011; Wehn & Evers, 2014). Such
‘civic data’ – both captured and owned by the citizens for the citizens –
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(Hamm et al., 2021; Maskell et al., 2018; Shibuya et al., 2022) empower
people with the knowledge and resources to take action on pressing local
issues. Compared with data that are passively collected by big tech and
governments, civic data involve relatively small amounts of data that are
inextricably linked to a place, a group of people or a purpose/issue (Maskell
et al., 2018; Taylor et al., 2018). Civic data is connected to what Wells
(2015) called ‘civic information’, which is conceptualised as ‘the continuous
flow of facts, opinions, and ideas that help citizens understand matters
of potentially public concern and identify opportunities for action’ (p.
7). Civic data is understood as not just a collection of data but rather a
process of formulating what is important, for whom and why, and thus
developing strong bases for action (Maskell et al., 2018; Williams, 2020).
In civic tech activities, the adjacent data-related concepts, counterdata and
open data, are often used to describe their data activities. Counterdata can
be defined as the production of data that correct institutional data sources
that often misrepresent communities. Such counterdata enable former data
subjects to regain political power (Burrell et al., 2024; Dunn, 2016; Meng &
DiSalvo, 2018). Open data refers to data that are complete, primary, timely,
accessible, machine-processable, universally available, non-proprietary and
license-free (Dawes, 2010, p. 379). It should be freely sharable and reusable
(Gao & Janssen, 2022, p. 2). According to existing definitions, availability
and access, reusability, redistribution and universal participation in pro‐
duction and distribution are the cornerstones for open data.

This article explores the intersections and differences between civic data,
counterdata and open data to provide future research topics on the subject
of citizen participation in the datafied society. In doing so, we ask whether
these three data concepts are interchangeable (i.e. ‘Can A be B?’). This
format allows us to explore and stretch the boundaries of each concept and
gain a deeper understanding of their limitations and potentials. Through
this exploratory study, we identify a need to continuously investigate the
question of which data can be considered to be ‘civic’ and to examine
issues regarding power structures, diversity and inclusion and how to infra‐
structure civic data. Addressing these issues will help strengthen citizen
participation in the datafied society.
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2. Can counterdata be civic data?

Much of the literature documenting counterdata production initiatives
reports on the efforts of activists who use data as a means of bringing
attention to social issues that have been mishandled by legislative bodies.
This includes the production of data to contest harmful policy decisions
(Meng & DiSalvo, 2018) and to create awareness around deeply stigmat‐
ising issues, such as gender-based violence (D’Ignazio et al., 2022). The
collection and sourcing of data serve as the first – and oftentimes the most
important – means of effectively garnering the attention of the government
when the necessary recognition was initially lacking. Therefore, the nature
of counterdata production does not fit neatly into ‘civic’ data initiatives.
Issues related to whose advocacy is readily received by governing bodies
become strikingly apparent when reflecting on the conditions that lead
to the production of counterdata. For example, during the COVID-19 pan‐
demic, many communities of colour in the United States were unable to
track their local mortality rates from the virus, as official statistics, collected
at the city and state level, failed to provide comprehensive data on this.
As many members of Black communities in the United States are already
seen as second-class citizens, the invisibilisation of their experiences within
official statistics reflects the lack of regard that state-funded institutions
have for them as compared with other racial groups. This example asks a
central question for civic data initiatives: what does participation look like
for communities whose relationships with governing bodies are politically
tenuous?

3. Can civic data be counterdata?

Various local civic tech initiatives can collect a wealth of data, but such data
can only be beneficial if they are actually used (Alvarado Garcia et al., 2017;
Kim et al., 2011). It is crucial for the data to be collected, shared and inter‐
preted in a way that enables people to take action related to their concerns
and issues. These actions may involve countering existing power structures
and institutions, just as counterdata do. For example, in Stuttgart, Germany,
the data collection activities of the local civic tech initiative Luftdaten (now
renamed to Sensor.Community) began by monitoring air quality because
the municipality had installed only two air quality data collection points in
the entire city. The city’s reluctance to collect air pollution information was

Can civic data be counterdata and open data
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linked to the fact that the automotive industry is the city’s mainstay. Thus,
to overcome the lack of air pollution information, the civic tech initiative,
on its own, began installing IoT sensor devices to monitor air pollution
levels. This bottom-up data collection and Luftdaten’s visualisation of the
data on their website became the basis for counter-narratives related to the
city’s reluctance to address air pollution.

However, in most cases, civic data may not be used as counterdata.
Rather, many civic data initiatives work in collaboration with established
entities, including local governments. For example, the core members of
Safecast, the civic tech initiative that collected radiation data after the
Fukushima nuclear disaster, were approached by local politicians and gov‐
ernments who were also eager to find missing radiation information in
the communities (Hamm et al., 2021). Because the civic tech initiative and
public sectors shared both a common concern and the objective of filling
in the missing data for the cities, they collaborated to collect more data
and disseminate the radiation information to communities. Similarly, the
relationships of other civic tech initiatives with the public sector are collab‐
orative in nature (Harrell, 2020; Le Dantec & DiSalvo, 2013; Shibuya et al.,
2021). These examples prompt underexplored questions, such as how these
civic data production initiatives contest and collaborate with previously
underrepresented community members, such as noncitizens, indigenous
populations and marginalised communities.

4. Can civic data be open?

Transparency is highly critical in civic data; thus it may seem that civic data
may be intuitively understood as open data, yet this has not been always the
case. For example, publishing data can be complex in cases where a need
exists for independent verification if that data and information has been
produced and maintained by powerful actors, such as the state or private
corporations. The processes of institutional capture and institutional bypass
lead to the unfettered exercise of executive power, even in functional demo‐
cracies such as India in the Global South (Anderson et al., 2020; Chatterjee
et al., 2019; Hansen et al., 2020; Jaffrelot, 2021; Komireddy, 2019 ). In addi‐
tion, in some cases, opening up data comes with risks of being attacked by
those who are unhappy about the publication of data. In particular, civic
tech projects in non-democratic countries or underrepresented communit‐
ies may face such challenges. Furthermore, some instances have difficulty
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in anonymizing data due to the size, quality or nature of the dataset, or
people are simply unwilling to share the data. Depending on the local
context and a project’s focus, participants engaged in data collection can
represent a narrower demographic. For example, people considered cyclist
data collected in a small town in the UK to be non-representative, because
the cyclist population in the town was limited and less diverse (Maskell
et al., 2018). It should also be noted that infrastructure for open data is
resource-consuming. There is a lack of sustainable infrastructure for creat‐
ing and maintaining the data structure so that anyone can access and use
it. How open civic data can exist is a complex social and technical matter
that brings us to question general, technical and universal understandings
of open data that too often forget about the social risks and implications of
making data transparent/open.

5. Can open data be civic data?

The skewness implicit in the production of data and knowledge represents
another issue (Zuiderwijk et al., 2014). For instance, in the context of the
Global South, skewing can impair the production of reliable and widely
recognised civic data. Therefore, the question that must be asked is not
just whether civic data should be open, but also whether open data can
and should be civic. In a situation where the capacities to produce civic
data are mediated through socially constructed obstacles, it behoves us to
recognise and acknowledge this skewing. It is also incumbent upon us to
recognise the new ways civic data plays out. The production, distribution
and consumption of ‘civic’ data in ways that could feed into and strengthen
undemocratic online spaces force us to rethink simplistic relationships
between civic and open data. The opening of civic data, even if it circum‐
vents the problems highlighted earlier, must be analysed in this context.
Moreover, this opening must be rooted in questions of power: what do
different articulations and frameworks of data tell us about the exercise
of power and sociopolitical dynamics underlying the production of data?
If data are ‘open’, what are the conditions that could also allow it to be
classified as ‘civic’?

If the production of and access to civic data are seen as enablers of
democratic processes and as integral components of the process of allowing
hitherto marginalised voices into the decision-making sphere, then civic
data will often not co-exist as open data. There are structural, technological,
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ethical and legal constraints that must be addressed to make the use of open
data more effective (Bigagli & Nativi, 2017; Wessels et al., 2014, 2017). Open
data can often act in ways that further strengthen underlying hierarchical
social structures and historical inequities (Bigagli & Nativi, 2017; Wessels
et al., 2014, 2017). Because open data mandates that data should be univer‐
sally available to use, reuse and redistribute, this opens up space for often
problematic majoritarian narratives to propagate if the data that are being
used and distributed allow for the spread of widely accepted biases and pre‐
judices (Chêne & Vrushi, 2020; Kirdemir, 2020). The means of producing
and maintaining open data can allow for the undermining of myriad voices
in the margin; this can produce and reproduce hegemonic narratives and,
in so doing, be counterproductive to the deeper democratization of society.

6. Discussion

a) Collaboration between diverse stakeholders, including big tech
companies

Despite the rising availability of easy-to-implement technological solutions
to collect, analyse and visualize data, most communities may struggle
to contribute to civic data. Many local communities lack the skills and
resources to work with/on data. Sometimes, they need to use solutions
available from big tech companies. In such cases, for example, a data part‐
nership or agreement between said community and the big corporation is
crucial. The question that remains is how local communities negotiate with
big tech/government. These questions should be carefully handled because
of the political hierarchy that is implied within their relations. Because of
the issue of access to viable datasets, the need to work together with big tech
will also be continuous. If communities decide not to use big tech solutions,
civic tech initiatives themselves need to establish and maintain alternative
schemes to support their collection, analysis, distribution and maintenance
of data.

Data partnerships involving the state must be equally cognisant of the
sociopolitical dynamics involved and the varying nature of citizen–state
relationships in different contexts across the globe. In the context of the
lack of functional democratic systems and protective checks and balances,
data partnerships that involve the state can come with several (possibly
unintended) consequences. In the deeply networked and technology-driv‐
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en contemporary era, the state is clearly capable of generating, analysing
and utilizing large amounts of data. However, it is equally true that civil
society is increasingly discovering the potential it has to enter into this
domain of information gathering and analysis. As we see the systematic
weakening of legislation intended to allow for more transparent oversight
of the state (e.g. the Right to Information [RTI] in India), the role of
independent data gathering will assume even more significance. Although
the importance of broader participation in the policy-making process has
been widely acknowledged (Chatterji et al., 2019), it is also important to
ensure more collaboration and more widespread availability of information.
The importance of numbers and data is undeniable; good data can empow‐
er local communities and improve the process of governance (Rukmini,
2021). Data, however, hardly comprise a neutral entity and they are often
the subject of intense contestations, as social and economic forces attempt
to exert their hegemony (Rukmini, 2021). The terms and conditions of
collaborations between local communities and big tech/government may
play a crucial role in dictating the outcomes. Co-production and co-man‐
agement of data regimes would require the presence of active protections
for non-state actors and transparent, horizontal decision-making structures
of management.

b) Maintaining ownership and understanding the context

A recent trend of passive data collection (e.g. purchasing GPS data, rather
than installing data collection devices with local community participation)
may run the risk of diminishing people's sense of ownership over these
data (Shibuya et al., 2021). Although passive data collection offers its own
set of advantages, including efficiency and scalability, it may inadvertently
weaken individuals' participation levels and undermine transparency in
data collection processes. Without sufficient transparency in collection,
publication and maintenance procedures, the resultant data may lack the
essential qualities necessary for catalysing civic action.

Moreover, it is essential to recognise that civic data collection extends
beyond the mere aggregation of raw data points; it encompasses the gener‐
ation of context-rich data sets (Maskell et al., 2018; Taylor et al., 2015).
Such contextual information enriches the understanding and usability of
the data, empowering stakeholders to derive meaningful insights and drive
informed decision-making processes. Therefore, initiatives aimed at foster‐
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ing civic engagement through data collection must prioritise transparency,
active participation and the integration of contextual elements to maximise
the utility and impact of the generated datasets.

7. Conclusion

The intersections of and differences between civic data, counterdata and
open data present a complex landscape wherein various concepts and ini‐
tiatives coalesce, often with overlapping objectives, yet distinct methodolo‐
gies and outcomes. Although each concept embodies distinct principles and
approaches, their similarities underscore the complex dynamics inherent
in data-driven governance and civic engagement. Civic data have played
critical roles in various communities, yet the dynamics surrounding data
ownership, usage and transparency raise critical questions about the nature
and potential of these data-driven approaches. For realizing the transform‐
ative potential of data in advancing democratic ideals and social justice
agendas, transparency, inclusivity and contextual understanding remain
imperative. Further research is necessary to understand the intersections
and differences of civic data, counterdata, and open data to achieve wider
societal impacts and maintain and strengthen participatory structures in
the datafied society.
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What are people's visions for the future when it comes to digital
transformation and sustainability?

Josephine B. Schmitt and Samuel T. Simon

Abstract: Research exploring the intersection of digital transformation and
sustainability reveals a growing recognition of the need to integrate digital
technologies with environmental and social goals. However, it is essential to
involve people, specifically their perspectives and experiences, in creating a
shared vision of a future that fosters acceptance of decisions and inspires
innovation. With this in mind, we pose the question: What are people's
visions of the future when it comes to digital transformation and sustainabil‐
ity? To answer this question, we asked individuals to draw their visions for
the future regarding the relationship between digital transformation and
sustainability - for better or for worse. In this process, we built on various
strands of research, such as those on mental models and imaginaries, and
combined them with strategic foresight approaches. In addition to utopias
and dystopias, the drawings conveyed concrete visions of how a sustainable
and digitised life can succeed or fail. In doing so, these images invite
reflection on the importance of integrating ethical considerations into the
development and deployment of digital technologies.

Keywords: future foresight, digital transformation, sustainability, qualitat‐
ive research, drawings

1. Introduction

Extreme heat, rain, flooding – the importance of sustainability in mitigat‐
ing man-made climate change is clear. Simultaneously, everyday life is
characterised by the universal use of digital applications. With every movie
streamed, every smartwatch used, every file stored in Dropbox and the like,
CO2 emissions increase (Statista, 2023). The tense relationship between
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the digital transformation of everyday life and its environmental impact
emphasises the need to combine digital transformation and sustainability.1

Research exploring this intersection reveals a growing recognition of
the need to integrate digital technologies with environmental and social
goals. Studies such as those by Feroz et al. (2021), Robertsone and Lapina
(2023), and Katsamakas (2022) highlight the importance of aligning digital
transformation efforts with sustainability objectives to ensure economic
growth, environmental stewardship, and social inclusivity, urging further
research to deepen our understanding and guide actionable strategies for a
sustainable digital future.

However, we must consider people, namely their unique perspectives
and experiences, in these efforts; a future built on a shared vision encour‐
ages acceptance of decisions and allows for innovation. As such, we ask:
What are people's visions for the future when it comes to digital transforma‐
tion and sustainability? Studying people's visions of a future that merges
digital transformation with sustainability is pivotal for several interconnect‐
ed reasons. It shapes the trajectory of technological innovation towards
environmentally conscious solutions, ensuring that advancements in digital
technologies align with principles of sustainable development (Mulder,
2007). Research findings inform policy-making, guiding regulations that
support sustainable practices and encourage the responsible use of technol‐
ogy (Cash et al., 2003). Understanding society's expectations for a digitally
sustainable future influences consumer behaviour and drives demand for
technologically advanced and environmentally friendly goods (Han, 2021;
Yahya et al., 2016).

However, there is a dearth of research on such visions. Aiming to an‐
swer the question raised above, we invited people to physically draw their
visions of the future of digital transformation and sustainability. With this
approach, we are building on different schools of research, such as mental
models (Rickheit & Sichelschmidt, 1999) and imaginaries (Taylor, 2003),
and combining them with strategic foresight approaches (Cuhls, 2003).
These approaches offer valuable insight into how individuals and societies
conceptualise potential futures, providing a foundation for strategic plan‐
ning and decision-making.

1 We define sustainability as the ability to meet the needs of the present without com‐
promising the ability of future generations to meet their own needs. In this article
we refer to environmental sustainability, which involves managing natural resources
to prevent their depletion and degradation and to ensure the long-term health of the
Earth's ecosystems (Brown et al., 1987).
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2. Researching the digital future

a) Perceptions of the interrelatedness of digital transformation and
sustainability

While there are myriad studies exploring perceptions of digital transfor‐
mation and media change (e.g., P. Müller, 2016) and attitudes towards
climate science communication (e.g., Sarathchandra & Haltinner, 2020)
and climate change risk perception (e.g., Hoffmann et al., 2022), there
is a lack of studies focusing on future visions of the interrelationship
between digital transformation and sustainability. Previous research tends
to focus on the organisational, technological, and policy aspects exploring
the broader implications and strategies of integrating technologies with
sustainability goals (e.g., Mondejar et al., 2021; Seele & Lock, 2017).

A systematic literature review by Gomez-Trujillo and Gonzalo-Perez
(2021) provides a foundation for understanding the impact of digital trans‐
formation on sustainable development for companies and societies. The
research indicates that businesses should enhance their digital capabilities
and balance their economic, environmental, and social impacts to thrive
in the digital era. The work of Feroz et al. (2021), contrarily, identifies
disruptions caused by digital transformation on environmental sustainabil‐
ity. The authors present a framework outlining disruptions in four key
areas: pollution control, waste management, sustainable production, and
urban sustainability. However, both studies call for further research in this
area, emphasising the importance of integrating sustainability and digital
transformation.

Research using media coverage to explore the future scenarios of climate
change offers a glimpse into the public's evolving views on environmental
issues (Guenther et al., 2022; Guenther et al. 2023). Guenther et al. (2022)
analysed all issues of four international news magazines ranging from the
1980s to 2019 which referenced climate change on the cover. They observed
a transition from visions of apocalyptic climate futures to more varied and
empowering reporting. The authors identified three multimodal frames: In
the early stages, global doom narratives, illustrated by alarming, apocalyp‐
tic terms, and images, and local tragedies, pictures referring to the impact
of climate change in certain regions, were prevalent. In recent years, a shift
occurred towards a narrative placing a stronger emphasis on sustainable
futures. Likewise, Guenther et al. (2023) discerned four narrative frame‐
works in their analysis of news texts from Germany, the USA, India, and
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South Africa: solutions to climatic and social consequences, distant threats
to humanity, economic opportunities, and distant threats to ecosystems.
These frameworks outline various visions of climate futures, exhibiting
minimal differences between countries in the Global North and Global
South.

Transitioning from the exploration of future scenarios related to digital
transformation and climate change, we encounter a critical gap in the liter‐
ature regarding focused examinations of peoples’ future visions of the rela‐
tionship between digital transformation and environmental sustainability.
We aim to fill this gap using a creative approach: letting people draw their
visions. This gap further brings us to the pivotal role of foresight methods
in understanding how individuals and societies envision the future.

b) Approaches to understanding future visions

Asking people about their perspectives on the future is a key component
of strategic foresight, enabling organisations to navigate uncertainty and
develop future-oriented strategies. To study the future, researchers and
strategists employ a multifaceted set of methods, blending qualitative and
quantitative techniques. These include scenario planning, which creates
narratives of possible futures (Ratcliffe, 2002), the Delphi Method, leverag‐
ing expert consensus (Flostrand et al., 2020), trend analysis for forecasting
based on current data (Birpınar et al., 2023), and horizon scanning to
identify emerging trends and challenges (Cuhls, 2020).

Considering approaches such as imaginaries and mental models is cru‐
cially important as such methods meaningfully explore collective and
individual visions of the future. Mental models are simplified ideas or
concepts of individuals used to understand complex reality (Rickheit &
Sichelschmidt, 1999). The models are based on experiences and assump‐
tions influencing how people interpret situations and interact with the
world (Jones et al., 2011). When mental models are shared within a group,
commitment and performance are strengthened (Müller & Antoni, 2022).
Socially shared visions are also referred to as imaginaries (Taylor, 2003).
Imaginaries reflect and influence cultural, political, and economic values,
guiding collective decision-making and behaviours. As dynamic frame‐
works, imaginaries evolve with societal changes, playing a critical role in
social cohesion, innovation, and change (Dobbernack, 2010). While mental
models are usually associated with individual cognitive understandings,
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imaginaries often focus on collective visions and societal constructs. The
collective focus makes imaginaries particularly useful for understanding
how broader cultural, social, and technological changes are envisioned
and pursued. In this paper, we take particular interest in peoples’ imaginar‐
ies of sociotechnical systems. According to Jasanoff (2015) sociotechnical
imaginaries can be defined as “collectively held, institutionally stabilized,
and publicly performed visions of desirable futures, animated by shared
understandings of forms of social life and social order attainable through,
and supportive of, advances in science and technology” (p. 6).

Our research intends to fill the existing gap by offering nuanced insights
into the public's vision for a future where digital transformation relates
to sustainable development, guiding inclusive and effective policies and
practices.

3. Method

a) Procedure and sample

During a music festival in the summer of 2023, as part of the cultural sup‐
port program, we asked people to illustrate their response to the following
question: What might a future look like that combines digital transformation
and sustainability? The study was organised as an open workshop, with the
authors serving as facilitators. The workshop took place over three days
during the festival from 2 p.m. to 5 p.m. It was located on the route to the
main stage, and participants were free to join and leave at any time; there
was no fixed schedule for participation. Festival attendees and performing
artists were invited to participate either individually or in small groups
as they passed by. They were informed about the project's objectives and
data processing procedures, and their verbal consent was obtained before
participation. Each participant was provided with a blank A3 sheet of paper
that featured a questionnaire on the back and various drawing materials,
such as ballpoint pens, watercolours, and glitter pens. While participants
drew, the researchers maintained a respectful distance but remained nearby
to answer any questions.

Studies that explore foresight as a dynamic method of planning and
creating desirable futures highlight the distinct advantage of visual methods
in articulating and sharing visions of the future (Cuhls, 2003). Through
drawing, participants can externalise their mental models, uncovering com‐
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mon themes and unique perspectives regarding how digital advances and
sustainability efforts may or may not converge. Drawing further encourages
participants to understand and negotiate their images of the future. In this
way, visual and emotional levels of meaning become visible and analysable
(Freeman & Mathison, 2009). Through the lens of drawings, scientists
can capture the rich tapestry of human thought and emotion that shapes
collective visions of the future.

As recommended (Kearney & Hyle, 2004; Mitchell et al., 2011), partici‐
pants were asked to describe their drawing to express what it is supposed to
convey. This sets a context for the interpretation of each image. In total, 109
people between the ages of 6 and 42 (M=28.94, SD=5.27) participated in
the study; 58 people identified as female, 42 as male, and 6 as non-binary.
In total, 109 pictures built the basis for data analysis.

b) Analysis strategy

The analysis was carried out inductively, adapting the framework proposed
by Freeman and Mathison (2009). First, we employed a thematic analysis to
identify recurring themes, symbols, and motifs (Braun & Clarke, 2006).
Thematic analysis involves coding and categorising the visual content
into broader themes related to digital transformation and sustainability.
We included the participants’ descriptions of the pictures. In a constant
comparative approach, we further determined the extent to which the
drawings display common themes and cross-references. Drawings were
clustered according to their themes. A cross-reference between clusters was
considered to exist if similar motifs were taken up in different clusters or if
motifs could be assigned to different themes. Second, we focused on image
creation, conducting a visual analysis – following Rose (2001) – of the
graphic elements of the drawings, looking for patterns that indicate com‐
mon concerns, hopes, and expectations among participants. Third, another
iteration of interpretation based on drawing characteristics and themes was
conducted, exploring underlying patterns beyond superficial observations
to better understand the connection between digital transformation and
sustainability.

Six drawings were removed from the analysis as they did not relate to the
task. In adherence to recommendations by Elo et al. (2014), one researcher
was responsible for analysis and the other carefully followed up on the
categorisation process. Divergent opinions were continuously discussed.
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4. Results

The drawings range from abstract illustrations to figurative representations
and mind maps. As themes, six bigger clusters (big dark blue) with subclus‐
ters (light blue) and five smaller clusters (small dark blue) emerge. Figure 1
below illustrates an overview.

Thematic clusters and their cross-cuttings

Arrows and overlaps in the circles symbolise proximity and relationships
between topics. Below, we take a closer look at the subclusters and illustrate
the findings with selected images.

a) Characterisation of thematic clusters

Many participants address the general potential of technical developments
for the future. They illustrate considerations of linking digital devices and
the power of nature as an energy supplier: a car is powered by a bicycle
(Figure 2) or a computer’s plug ends in a socket in a flowerpot (Figure
3). Other images contain ideas on how to promote sustainable behaviour
through digitalisation. Many images are highly schematic – some include
excessive text –illustrating the complexity of different developmental steps
and their impact (e.g., Figure 2).

Figure 1:

Digital transformaton and sustainability

317
https://doi.org/10.5771/9783748947585, am 09.04.2025, 13:28:31
Open Access –  - https://www.nomos-elibrary.de/agb

https://doi.org/10.5771/9783748947585
https://creativecommons.org/licenses/by/4.0/
https://www.nomos-elibrary.de/agb


Digital transformation fostering
environmentally friendly behaviour

Figure 2: Renewable energiesFigure 3:

This cluster connects to the topic of waste and recycling, a subcluster of
the raw material consumption and environmental pollution cluster. We
find images addressing waste generated by digitalisation (e.g., electrical
waste), highlighting an often-overlooked consequence of increased reliance
on digital devices. Furthermore, the images show a future in which digital
technology, especially AI (Artificial Intelligence), makes waste separation
and recycling more efficient and supports people’s everyday lives (Figure
4, Figure 5). This aligns with current research and initiatives focusing on
smart waste management systems, where AI and machine learning are
applied to optimise recycling processes, reduce landfill waste, and support
circular economy models (Fraunhofer IML, 2022). The visual simplicity of
these images, through schematic representations and the occasional use of
mind maps,2 suggests a clarity of purpose and a straightforward approach
to addressing complex issues. The restrained use of colour focuses the
viewer’s attention on key elements, underscoring the potential of digital
innovation to contribute significantly to environmental sustainability.

2 Particularly, the mind map (Figure 5) also connects to the clusters digital transforma‐
tion and education and general potential of technical developments.
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Waste separationFigure 4:

Mind mapFigure 5:

Figure 6: Server farms Figure 7: Sad tree
   

The cluster of raw materials consumption and environmental pollution con‐
tains another subcluster mainly consisting of images dealing with negative
environmental consequences of server farms, data storage facilities, and
excessive consumption of raw materials (e.g., Figure 6). The use of large
storage units, laptops and smartphones in simple blue and grey tones
suggests a cold, mechanised world dominated by technology, underscoring
the pervasiveness of digital devices in modern life. A picture featuring a
tree without leaves (Figure 7), bearing a sad face and burdened by the
weight of hanging technical devices, serves as a powerful metaphor for
environmental degradation caused by unchecked technological expansion.
It reflects growing concerns about e-waste, the carbon footprint of digital
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technologies, and the loss of natural habitats due to mining the resources
needed for electronic devices.

Three images can be assigned to the following topic: the potential of
digital administration. The dominant colour in the images is the blue of
a ballpoint pen. These images collectively capture the essence of digital
administration’s promise: eliminating unnecessary bureaucracy and mod‐
ernising administrative functions. They resonate with current discussions
on digital government initiatives aimed at enhancing public service deliv‐
ery, increasing transparency and promoting sustainability through reduced
paper use.

Images in the potential of digitised agriculture cluster reflect the transfor‐
mative potential of digitised agriculture, illustrating how digital technolo‐
gies may enhance agricultural efficiency and sustainability. They speak to
the growing interest in smart irrigation systems to optimise water use,
ensuring that crops receive the correct amount of water at the right time
(Obaideen et al., 2022). In one image, a flower grows from a laptop with
code on the screen representing the fusion of technology and nature,
where digital advancements support agricultural growth (Figure 8). Anoth‐
er shows a field with a utility vehicle using AI to detect weeds and combat
pests simultaneously (Figure 9). This reflects the ongoing discussions about
precision agriculture, drones, and AI as means to achieve sustainable farm‐
ing by reducing chemicals and improving crop yield (e.g., TUM Venture
Labs, 2022).

Figure 8: Flower growing Figure 9: AI in agriculture
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Figure 10: Quality of urban life

 

We can further connect the subcluster of increased efficiency to the sub‐
cluster of sustainable urban development. The presence of urban scenes
intertwined with natural elements (e.g., trees, fruits) visually advocates for
a future where digitalisation supports rather than detracts from ecological
diversity and sustainability. The images in this subcluster do not require
a great deal of text. Only one image (Figure 10) stands out in terms of
combining visuals and text. Specifically, it places a person at the centre with
different sensors measuring subjective sensations and quality of life (Figure
10). The complexity of the image underscores the multifaceted nature of
sustainable urban development, emphasising the need for approaches bal‐
ancing technological integration with personal and environmental prosper‐
ity.

This subcluster belongs to the larger theme of human-technology-envi‐
ronment interaction and includes the subcluster of community. Scenes de‐
pict houses closely entwined with plants. The descriptions of the pictures
emphasise a desire for reorientating towards communal action in the fu‐
ture. The subcluster of inclusion represents a similar aspect, focusing on
technological development that explicitly considers individuals’ needs and
breaks down barriers. Visually, the images convey these themes by featuring
people connected by lines (Figure 12). Technological development is sym‐
bolised by laptops, smartphones or by the at sign (@) (Figure 11). Moreover,
the authors included descriptive text on the picture to support their visions.
Connecting these elements to current discourses reveals a growing desire
and need for digital environments to be equitable, accessible, and empow‐
ering for all members of society.
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Figure 11: Humane technology Figure 12: Everything is connected

Figure 13: A world without digitalisation

 

However, many participants also foresee a loss of contact with nature and
draw visions of a world turning away from digitalisation (e.g., Figure 13).
The visual narratives, ranging from human-like figures actively rejecting
digital devices to symbolic representations of disconnection underscore
a yearning for an existence less digitally dominated. Such visions engage
with philosophical and psychological debates about human fulfilment, the
quality of social relationships, and mental health in an age where digital
distractions are omnipresent (Nguyen et al., 2022). They further suggest
a collective contemplation about what is lost in the race for technological
advancement and, in addition, reimagine what constitutes a meaningful
life. This subcluster is closely linked with dystopian perspectives.

One large cluster is titled social structure. Various subclusters belong to
it. One of these is labelled networking and communication and includes
three distinct images. Each of these images aims to illustrate the idea of
increasingly using communication and information networks inspired by
nature (e.g., mushrooms) as a model for digital communication and infor‐
mation processing, emphasising the importance of networked initiatives.
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Together, these images underscore a movement towards leveraging digitali‐
sation as a pivotal component of sustainable development. They encourage
a rethinking of traditional structures through nature-inspired, collaborative
solutions.

Figure 14: “Digitisation expert digitises what he
thinks is right”

Figure 15: “Collapse, Colonialism, Capitalism”

Colonialism and capitalism form another subcluster. Images within this
subcluster criticise current and future exploitation of nature and people, es‐
pecially those who are marginalised due to social status, ethnic background
or those suffering particularly from climate change. The images are restless.
When people are depicted in these images, they are displayed in larger
groups – usually as prisoners or as the exploited. The few who stand out‐
side the groups are those possessing power and money (Figure 14, Figure
15). Power is symbolised by expensive consumer goods (e.g., Figure 14),
money, and male gender. The images underscore the critique that digital
transformation disproportionately benefits those with existing power and
wealth, often at the expense of the marginalised and the environment. This
resonates with the debate on ethical technology and responsible capitalism,
calling for a re-evaluation of how digital technologies are developed and
distributed (Ammanath, 2021; Financial Times, 2019).

The third subcluster, labelled connectedness and relationships, comprises
11 images. The images depict technical devices –usually smartphones –
shaping our perception of the world and determining how we communicate
and maintain relationships (e.g., Figure 16). While the image itself shows a
negatively connotated approach, the explanatory texts advocate a positive
perspective: harmonisation of people, nature, and technology. Two images
argue in favour of keeping analogue connections with one another despite
digital media. This is illustrated by direct connections between people
and by abstract depiction of human-like forms and a rainbow (Figure 17),
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presumably referencing the rainbow flag as a symbol of diversity. This
subcluster is closely linked to the subcluster of community.

Regarding existing technical, environmental, and social problems, var‐
ious dystopias are drawn that depict unhealthy dependencies of people
influenced by media platforms or digital technologies in general (e.g., Fig‐
ure 18). One participant’s last resort is the armed struggle against “the
digitised” (Figure 19). These visualisations starkly contrast with optimistic
visions of technology-enhanced futures, focusing on the potential for loss of
control and freedom in highly digitised societies. The absence of nature-re‐
lated colours and symbols, along with the predominance of garish or dark
illustrations, further emphasises the disconnect from the natural world,
suggesting a future where technology overshadows human agency and our
connection to the environment.

Figure 18: A world controlled by Elon Musk’s
satellites

Figure 19: Fighting “the digitised”

The dystopias connect to the cluster of digital transformation and educa‐
tion. Here, we find topics like improving the technical equipment of schools
(Figure 21) to facilitate knowledge acquisition and creativity, and a refer‐
ence to inclusion. There are images bridging the gap between a childhood
shaped by digital devices, a state of digital obsolescence and being trapped
in social media filter bubbles, formulating an appeal for media and digital
literacy to maintain contact with information about the environment (e.g.,
Figure 20). These themes align with current discourses on leveraging tech‐
nology to democratise education, ensuring that all learners, regardless of
their background, may access quality educational resources and opportuni‐
ties. They underscore the importance of fostering media and digital literacy
from a young age to empower individuals to critically engage with digital
content, discern reliable information, maintain a healthy balance between
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digital and physical worlds, and understand how current actions impact
future generations.

Figure 20: Duality: digital tools in education

Figure 21: Classroom with tablets

This leads to the cluster of Activism and awareness. Images here address
the need to recognise the social and ethical consequences of digital trans‐
formation and practice climate consciousness. Visually, images combine
representations of technical devices and the earth emphasising the global
importance of individual action. The juxtaposition of technical devices
with images of the Earth serves as a potent reminder of the global stakes
involved, suggesting that while digital transformation holds the power to
connect and revolutionise, it also bears responsibility for the planet, requir‐
ing mindful stewardship from both individuals and collectives.
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Figure 22: Danger of
surveillance

Figure 23: Advantages and
disadvantages of digitisation

Figure 24: Where does digital
transformation stop?

     

The cluster of Ethical issues raises overarching questions on digital trans‐
formation such as the danger of surveillance when digital devices are con‐
stant passengers (Figure 22). Another image explores tensions between the
advantages and disadvantages of digital transformation (Figure 23). On
the figurative “sunny side” of the aforementioned image, positive facets of
digital transformation such as community (people holding hands), global
networking (represented by connecting lines), and efficiency (symbolised
by a clock) are depicted. The dark side of this image features symbols
representing a lack of creativity and reflection and the takeover of power
by artificial beings. In addition, two people separated by a lightning bolt
represent isolation and conflict as consequences of a digitised world. The
third picture (Figure 24) further explores this fragmentation. Through this
illustration, the author asks, "How far does digital transformation go and
where does it stop?" This is visually underscored by a seesaw: people’s
needs on one side considerably tip the scale to the environment’s disadvan‐
tage. These pictures reflect the complexity of the current social discourse on
digital transformation and its difficult entanglement with the environment.
These images serve as a microcosm of larger ethical considerations that
digital transformation engenders. They urge reflection on how to harness
the benefits of digital technologies while mitigating adverse effects.
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Figure 25: Humans, technology, nature:
positively interdependent

Figure 26: AI-Buddha

Both images belong to the cluster of Utopias, portraying the dynamic
relationship between humans, digital progress, and nature in an abstract
way. The utopian aspect of these depictions is the idea that in the future,
humans, technological progress, and nature will influence each other pos‐
itively with different needs resting in balance (Figure 25). For instance,
consider the optimistic perspective that AI helps humans better understand
themselves as part of the global fabric; this aligns with discussions in
environmental science and technology ethics, where the potential of AI to
drive sustainable practices and mitigate environmental issues is recognised.
The depiction of a figure whose posture is reminiscent of Buddha and is
captioned "AI" (Figure 26) might hint at the need for wisdom, mindfulness,
and ethical considerations in our technological approaches. It reminds us
that the path to sustainable futures requires – besides technological innova‐
tion – an ethically grounded understanding of our relationship with nature.

b) Visual interpretation

Several key patterns emerge from the images: Participants often use
metaphors to link technology and nature. Consciously or unconsciously,
this creates the impression that it is recognised as natural, that technologi‐
cal developments are integral in discussions on environment and nature. If
so, this may be understood as an indicator that those depictions are close
portrayals of the sociotechnical imagination of the study participants. Due
to their narrative style, metaphors can serve as direct representations of
imaginaries.

The images are characterised by clarity; each image focuses on either
only one specific aspect or a low number of topics. These images collective‐
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ly form a bigger picture. The balance between expressing distinct topics
while embedding them in systemically rich contexts is achieved by using
depictions of specific artefacts as symbolic and abstract representations of
broader meaning. This is supported by the choice of colour, indicating
either technology-associated aspects or nature-related tones for example.

One notable aspect throughout the images is the contrast of depictions
of individuals or single artefacts in comparison to the illustration of collec‐
tives and networks. The first is found more often in contexts of negative
meanings, whereas the latter predominately are used for representing posi‐
tive aspects. This begs the assumption that the sociotechnical imaginaries
represented in the drawings are a counterpoise to societal narratives of
fragmentation and unhealthy hyper-individualisation.

Another dominant theme is the interplay of community and connectivi‐
ty. Scenes depicting houses entwined with plants – or, as another example,
people connected by lines, networks, or similar connectors – suggest a
desire for communal action and technological development that prioritises
human needs while leveraging a balance between physical and digital con‐
nections. Essential values for realising such a vision include social cohesion,
knowledge dissemination, and technological progress that is inclusive and
accessible to everyone. These are crucial for navigating the digital transfor‐
mation in a way that ensures positive outcomes for current and future
generations.

5. Discussion: How do the drawings relate to peoples’ imaginaries?

The participants’ sociotechnical imaginaries presented in the images are
rich in their portrayal of how they envision the integration of technology
with everyday life and the natural environment. They display a broad
spectrum of expectations about technology’s role in society, reflecting a
diverse set of societal hopes, fears, and critical perspectives. The images
allude to topics addressed in systematic literature analyses about the impact
of digital transformation on sustainable development (Feroz et al., 2021;
Gomez-Trujillo & Gonzalez-Perez, 2021). This shows that participants are
acutely conscious of the connection between digital transformation and
sustainability. These concrete visions demonstrate the creators’ fluency in
the topic of sustainability matters as well as the salience of these subjects
in their everyday lives. It is important to note the festival at which this
research was conducted has a very strong focus on sustainability; it can
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thus be assumed that festival visitors were highly motivated to engage with
this topic.

Optimistic depictions suggest a future where technology facilitates sus‐
tainable relationships with the environment, exemplified by creative uses of
renewable energy and digital advancements supporting resource efficiency.
This reflects a sociotechnical imaginary that views technological progress
as inherently capable of solving environmental and societal challenges. The
optimistic view on the future, underscored by the strong symbolic nature
of many images, aligns with the findings of Guenther et al. (2022), who
observed modern media's tendency to portray future scenarios focusing on
a sustainable future. The images also express concerns rooted in cautious
or critical sociotechnical imaginaries. They highlight potential downsides
to technology, such as environmental degradation from server farms and
the perpetuation of socio-economic inequalities through digital means.
These views are indicative of a growing awareness and scepticism about the
unchecked expansion of digital technologies. The depiction of surveillance
and privacy issues, along with dystopian visions of a world overwhelmed by
digital control, visualises deep-seated fears about the loss of autonomy and
privacy. These concerns are juxtaposed with images that advocate a bal‐
anced, ethical approach that harmonises human needs with environmental
stewardship and technological advancement.

Given that the overarching themes which emerged from the illustrations
are human-technology interactions and, more specifically, human-to-hu‐
man interactions in the face of technological change, it must be emphasised
that the participants expressed themselves in a way that suggests that there
is untapped potential in linking the issues of digital transformation and
sustainability. This does not automatically mean that this potential is not
being exploited. Rather, it means that when this potential is exploited, it
is invisible to those affected. Economic, scientific and political institutions
must therefore work to make these efforts more visible so that they can be
integrated into a widely accepted sociotechnical imaginary.

6. Conclusion

The participants’ imaginaries reveal a complex tapestry of expectations
about the future interactions between technology, society, and the environ‐
ment. They underscore the dual potential of technology to foster sustain‐
able and equitable futures or exacerbate existing challenges and inequities,
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urging a balanced approach to digital transformation. This synthesis of
visual narratives and sociotechnical imaginaries emphasises the importance
of collective reflection and ethical responsibility in navigating the path
toward a technologically advanced society.

The pictures illustrated by participants are individual and social prod‐
ucts. They reflect the personal interests and perspectives of their creators.
They show how people explain their social existence. They underscore
the need for a balanced approach to a digital transformation that both
safeguards individual freedoms and promotes a harmonious relationship
with the natural environment. Engaging in this discourse, future research
and policymaking should aim to navigate the fine line between leveraging
digital technologies for societal benefit and preventing dystopian outcomes.
Future research may also employ quantitative approaches to broaden the
understanding of societal perspectives on these topics. Comparative stud‐
ies across different demographics and longitudinal studies could reveal
diverse viewpoints and “help[s] to identify the content and contours of
sociotechnical imaginaries” (Jasanoff, 2015, p. 35), enriching discussions on
imaginaries integrating digital transformation with sustainability.

Through this study, we gained a better understanding of the aspects of
digital transformation that people might see as risks to a sustainable future.
By considering diverse perspectives, decision-makers can better develop
resilient strategies in the face of uncertainty. Exploring the intersection of
digitalisation and sustainability profoundly impacts digital transformation
research by guiding research agendas and influencing policy development.
Insights into societal expectations around this intersection further highlight
a necessity for user-centred, environmentally friendly digital solutions,
fostering interdisciplinary collaboration and emphasising ethical considera‐
tions.
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Prefabricated futures
AI imaginaries between elitist visions and social justice claims

Annemarie Witschas

Abstract: This paper delves into the complex interplay between contem‐
porary artificial intelligence (AI) ideologies and politics, focusing on how
discourses on AI impede the prospects for social-ecological transformation.
The analysis scrutinises the fabrication of the ‘future’ as a locus of power by
influential industry actors and delineates how AI’s prominent visions of the
future function as a tool to reinforce the prevailing economic order while
simultaneously curbing the potential for transformative struggles. To do so,
I critically analyse the content and ideological backdrop of the proposed
visions, as well as the discursive strategies applied. As I demonstrate, these
visions not only engender exclusionary and unsustainable ‘elitist futures’,
marked by the consolidation of power and the perpetuation of inequalities
but also extend a colonial lineage of extractivist expansion, framing the
future as the final frontier to be conquered. Furthermore, I argue that
discursive tactics of determinism and distraction hinder both criticism and
the exploration of alternatives. Observing how the visions propagated by
big tech are gaining institutional traction illustrates how they are solidify‐
ing into collective socio-technical imaginaries. Hence, demystifying the
industry’s mechanisms of future fabrication emerges as a primary counter‐
strategy essential for steering toward convivial and sustainable futures.

Keywords: AI ideologies, AI imaginaries, future imaginaries, digital capit‐
alism, digital colonialism, socio-ecological transformation

1. Introduction

Imaginaries of the future hold immense significance within emancipatory
endeavours. Particularly within progressive social movements, they serve as
focal points of collective aspirations and speculative discourse, often consti‐
tuting the very object of struggle itself (Hawlina et al., 2020; Jovchelovitch
& Hawlina, 2018; Schulz, 2016). Throughout history, the aspiration for a

335
https://doi.org/10.5771/9783748947585, am 09.04.2025, 13:28:31
Open Access –  - https://www.nomos-elibrary.de/agb

https://doi.org/10.5771/9783748947585
https://creativecommons.org/licenses/by/4.0/
https://www.nomos-elibrary.de/agb


better life has served as a potent motivational force for liberatory strug‐
gles. In contemporary social movements, the utilisation of future-oriented
rhetoric is most prominently exemplified by the global climate initiative
Fridays for Future. Their rallying cry, ‘Another world is possible’, encapsu‐
lates the joint mobilising power that a vision of a more just and sustainable
tomorrow can unfold.

However, what happens when the future itself has become territorialised
and claimed by the powerful? When our collective imagination is deeply
entrenched with the imaginaries, narratives, and aesthetics propagated by
influential industry actors? Where teleological determinism and a rigid
adherence to notions of innovation and progress stifle alternative visions
and transformative possibilities? In such a scenario, the very notion of the
future is co-opted by dominant interests, undermining the potential for
meaningful societal change.

Among those wishing to claim stakes in the years and decades yet to
come, the digital tech sector plays a prominent role, offering narratives
ranging from productive optimism, steady progress, and technological
saviourism all the way to dystopian take-over scenarios from artificial gen‐
eral intelligence (AGI). Regardless of the proposed scenario’s valence, the
tech sector itself will always play a leading role, rendering it seemingly im‐
possible to conceive of a future that does not involve AI or other advanced
digital technologies.

This paper delves into the complex interplay between contemporary AI
ideologies and politics, with a focus on how prospects for social-ecological
transformation are impeded. At its core, the analysis scrutinises the prefab‐
rication of the ‘future’ as a locus of power by influential industry actors
and delineates how AI’s prominent imaginaries of the future function as
a tool to reinforce the prevailing economic order while simultaneously
curbing the potential for transformative struggles. To do so, I build on the
notion of socio-technical imaginary as developed by Sheila Jasanoff (2015)
and the concept of ‘AI futurism’ by Paul Schütze (2024), as well as contribu‐
tions from decolonial studies. This research is premised on the hypothesis
that being able to curate and disseminate a potent future vision, one that
can become hegemonic, allows actors to maintain or promote a particular
system or favourable conditions within it. Accordingly, imaginaries of the
future that are convincingly conveyed to social groups allow actors to inter‐
pret the future’s uncertainty in ways that serve their particular interests.
The arising conflict is that these mechanisms of fabricating futures are
not only undemocratic in their genesis but also lead to exclusionary and
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unsustainable orders once manifested. Thus, in its broader goal, this work
contributes to debates regarding strategies that aim at keeping imaginative
pathways open toward convivial and truly sustainable futures. Yet, before
such an imaginative reconfiguration can happen, I contend, it is imperative
to dissect the current mechanisms through which influential actors fabri‐
cate future imaginaries.

This paper proceeds in the following steps. First, it provides historical
context by examining the practice of constructing future imaginaries and
its connection to the current influence of the AI industry. Second, it con‐
ducts a critical analysis of the future visions advanced by the AI industry,
scrutinising the underlying assumptions and implications that contribute to
the creation of exclusionary and unsustainable ‘elitist futures’. Subsequently,
it explores the mechanisms through which these future visions are propa‐
gated, arguing that this process is facilitated by a deterministic view of
progress and a strategy of distraction through exaggerated scenarios. It then
delves into the underlying imperatives that drive future fabrication: With
accumulation and growth imperatives urging the annexation of ever-new
territories, the ‘future’ is positioned as yet another frontier to be conquered,
thereby extending the colonial lineage. Finally, alternative future visions
proposed by decolonial and Black, Indigenous, and People of Colour
(BIPOC) movements are briefly introduced.

2. Context

This work investigates visions and elaborations of the future within the
framework of socio-technical imaginaries, as outlined by Sheila Jasanoff
(2015). She conceives of these as ‘collectively held, institutionally stabilised,
and publicly performed visions of desirable futures’, influenced by com‐
mon beliefs about social life and order and supported by technological
advancements (Jasanoff, 2015, p. 6). This perspective underscores the co-
production of imaginaries along societal, institutional, and discursive axes
and emphasises their political consequences. Recent work by Paul Schütze
(2024) has elaborated on socio-technical imaginaries of AI through his
concept of ‘AI futurism’, which encapsulates ‘the socio-cultural sentiment
that AI systems will inexorably shape and transform the societies of the
future’ (p. 1). While Schütze focuses on the impacts of AI futurism on the
climate crisis, this paper utilises the concept to explore how the discursive
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strategies employed by the AI industry limit the imagination of alternative
futures.

Within this paper, the AI industry is understood as a conglomerate of
companies and capital that jointly create digital technologies such as AI or
big data systems. As critical scholars have noted, the term ‘AI’ itself does not
encompass an exact technical definition, instead remaining malleable and
plastic over time (Crawford, 2021). Accordingly, I follow an understand‐
ing of AI as a socio-technical ‘megamachine’ of ‘large-scale computation’
(Crawford, 2021), emphasising the deep entanglement of technology and its
societal contexts, such as economic structures, values, discourses, and ways
of relating. Within the context of this paper, the term AI is primarily used as
a discursive marker.

Previous work on socio-technical futures has elaborated how visions –
besides guiding actions, enabling communications, and identifying poten‐
tials for change – also allow actors to unfold a normative force, thereby
‘stabilis[ing] and legitim[ising] existing power constellations’ (Lösch et al.,
2019, p. 76). The importance of power differentials and vested interests
in these ‘socio-epistemic practices’ (Lösch et al., 2019, p. 72) has been
further emphasised by Braun and Kropp (2023). They elaborate on how
visions can evolve into socio-technical imaginaries through being ‘institu‐
tionally anchored and shared by a variety of relevant social actors’ like
governments, businesses and other organisations (2023, p. 3). Publicly dis‐
seminated documents, such as policy reports and position papers, play a
pivotal role in this transformation, serving as benchmarks by guiding opin‐
ions and decisions on technology-related policies. Lastly, narratives have
been conceptualised as constituting the bridge ‘between imaginaries and
the present course of action’ (Bazzani, 2023, p. 388), thereby combining
imaginaries with hypothetical courses of action.

Tracing the fabrication of futures

To approach the investigation of fabricated futures, it is helpful to consider
an example of how visions of the future have historically been utilised
by industry actors to secure their interests. In her book Overheated, Kate
Aronoff (2021, pp. 130-135) traces how the energy industry adeptly learnt
to craft a narrative of inevitability. Since the late 1960s, Shell has grappled
with mounting pressure from the Global South and alarming reports like
the 1972 Limits to Growth, which underscored the unsustainability of fossil
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fuels. Seeking to confront this looming uncertainty, Shell embarked on
scenario planning to envision future trajectories that would safeguard its
interests. The strategies they adopted have evolved over time, from funding
climate change denial (e.g., Grasso, 2019) and ‘greenwashing’ the company
with an environmentally conscious image (e.g., Li et al., 2022) to promoting
the narrative that extraction and consumer demand are unavoidable (cf.
Supran & Oreskes, 2021). The motif of inevitability has remained, rooted in
Shell’s fundamental mission to ensure its own perpetuity and profitability,
along with its resulting inability to envision a future without its presence.
Companies like Shell have learnt to ‘[sell] the public their own strain of
determinism’ (Odell, 2023, p. 189), thereby shaping public imaginaries of
the future to align with their own interests.

This vignette is more than a loose analogy; it attests to a shift in power
dynamics in the recent past. In terms of profits and influence, AI companies
are increasingly assuming the powerful positions previously held by the
fossil industry over the course of the last century. This development has
also gained attention under the business narrative of ‘data being the new
oil’ and has been addressed by various governmental reports and scholars
(Ben-Shahar, 2019; Szczepański, 2020; World Economic Forum, 2011).1 This
shift in influence becomes particularly palpable in shaping public opinion
and policymaking. In the United States, for instance, tech giants have re‐
cently outrun the fossil industry in lobbying spending, setting new records
in 2023 (Birnbaum, 2023). Similarly, in the EU, they have been fiercely
advocating against the regulation of advanced AI systems and successfully
influenced the content of the EU AI Act (Vranken, 2023). This growing
institutional manifestation of AI industry agendas is explored further in
Section 4. As the AI industry’s visions gain public influence, it becomes
paramount to scrutinise their impact on co-opting collective imaginaries of
futures to align with corporate interests.

3. Elitist futures

Having established the role of future imaginaries as tools for consolidating
power and the rising influence of the AI industry, in the following, I turn

1 Critical scholars have emphasised that digital capitalism extends rather than replaces
fossil capitalism, stressing that, in fact, both industries productively cooperate and
co-depend (Brevini, 2022; Taffel, 2023; see also Greenpeace, 2020).

Prefabricated futures

339
https://doi.org/10.5771/9783748947585, am 09.04.2025, 13:28:31
Open Access –  - https://www.nomos-elibrary.de/agb

https://doi.org/10.5771/9783748947585
https://creativecommons.org/licenses/by/4.0/
https://www.nomos-elibrary.de/agb


toward a critical examination of future visions the AI industry propagates,
particularly their underlying assumptions and implications.2 As I argue,
these visions are embedded into an ideological tradition of social exclu‐
sion that disregards vast shares of the planetary existence.

To begin, it is necessary to understand how a certain ‘techno-utopian’
vision of the future lies at the heart of the tech milieus in which AI is pre‐
dominantly developed and funded (Torres, 2023) and is deeply entangled
with the mindset and bundle of ideologies permeating these spheres. For
instance, the tech elite’s narrow and self-interested understanding of the
future has previously been analysed quantitatively, revealing a dominant
framing in ‘meritocratic, self-affirming, or even self-serving terms’ and
discussing topics that centre around tech companies and entrepreneurs
(Brockmann et al., 2021, p. 21).

The tech elite, most prominently exemplified by Silicon Valley, is becom‐
ing increasingly represented by and interwoven with the AI industry. In
an investigation of the ideological underpinnings prevalent within these
realms, Gebru and Torres (2024) coined the acronym TESCREAL.3 This
conceptual framework amalgamates a bundle of ideologies, tracing their
shared origin from transhumanism toward the more recent incarnations of
singularitarianism, effective altruism, and longtermism. Gebru and Torres
offer a critical assessment of how these ideologies engender exclusionary
worldviews, perpetuating systemic issues such as racism and even legit‐
imising eugenic practices. While certainly the entirety of the AI industry
does not hold these beliefs, they argue that these views are nonetheless
emblematic of big tech circles (see also Daub, 2021). Notably, TESCREAL
ideologies not only coincide with prominent AI industry representatives’
beliefs but are posited as the driving impetus for companies like OpenAI
and DeepMind to devise AGI in the first place (Torres, 2023). Aspects of
these ideologies have further been criticised from various angles, such as
their totalitarian character (von Redecker, 2023, p. 61). While a thorough
elaboration of these critiques would go beyond the scope of this paper,
it is necessary to understand the outlook into the future these ideologies
compel.

2 An exhaustive analysis of AI’s future visions, their common motifs and aesthetics, and
how they manage to appeal to different groups, is highly promising but goes beyond
the scope of this work.

3 Acronym for transhumanism, extropianism, singularitarianism, cosmism, rationalism,
effective altruism, and longtermism.
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Importantly, the futuristic discourse emanating from these spheres does
not reflect a universal outlook that respects the plurality of human (and
more-than-human) lived realities. Instead, concerns that imperil the suste‐
nance, conviviality, and survival of the majority of humankind, such as the
climate crisis, biodiversity loss, and escalating inequality, become peripher‐
ical or even disparaged (Torres, 2023). While there is little evidence to
suggest that proponents of these ideologies are adequately engaging with
these pressing real-world threats,4 their immense wealth furthermore serves
to insulate them from effectively experiencing any existential threats to
their own bodies and livelihoods. This phenomenon has been debated as
constituting an epistemic deficit in gaining access to shared worlds (von
Maur & Slaby, 2024). This is further evidenced by the fact that ‘prepping’
for a civilisational collapse with supplies such as gold or even extreme-
weather-resistant high-tech bunkers is a common practice in Silicon Valley
and wider tech elite circles (Friend, 2016; O’Connell, 2018; Osnos, 2017;
Rushkoff, 2022).

TESCREAL ideologies serve as the moral backdrop to legitimise such
elitist positions. Most noteworthy, longtermism develops a moral theory
through which harms experienced in the present or near future are rela‐
tivised by the potential existence of hypothetical conscious beings in the
far future, which scale beyond comparison to today’s population (Bostrom,
2017). Transhumanism perpetuates a narrative of human development with
racist undertones of ‘liberal eugenics’ (Agar, 1998), thereby rendering parts
of the human population disposable. Additionally, cosmism contends that
humanity’s destiny is to be an interplanetary species (Goertzel, 2010), thus
diminishing the urgency to maintain Earth’s climate in liveable conditions.
Consequently, the ideological tradition permeating big tech and AI circles
is not in alignment with an inclusive, convivial, and sustainable existence.
Instead, it propagates what can be termed ‘elitist futures’, catering primar‐
ily to a small cohort of the super-rich and influential, predominantly
consisting of white males.

4 For instance, in tweet posted in 2022, Elon Musk, a prominent figure in this realm,
postulates that declining birthrates are ‘a much bigger risk to civilization than global
warming’ (Musk, 2022).
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4. Mechanisms of fabricating the future

In the following section, I explore the mechanisms through which these
future imaginaries are propagated. I focus on two discursive strategies: a
deterministic view of progress and a mechanism of distraction through
exaggerated scenarios.

a) Narrowing future corridors through a deterministic view of progress

Contemporary futuristic AI debates are commonly framed against a back‐
drop of technological and historical determinism. In his investigation of
AI futurism, Schütze (2024) contextualises the importance of notions such
as tech-solutionism and tech-futurism in these discourses, which view tech‐
nology, epitomised in recent years by AI, as the primary catalyst for societal
progress.

However, I would like to take a step back and scrutinise the motif of
determinism more broadly within the construction of inevitability and the
future outlook it compels. This perspective hinges on a specific conception
of temporality that portrays history as a linear progression while simulta‐
neously narrowing the space in which conceivable trajectories for the future
can unfold. Such a determinism views history as ‘a unidirectional and
inevitable march of progress that can never be questioned or redirected’
(Odell, 2023, p. 184).5 This belief in human history as primarily one of
progress has been expressed by a number of leading figures in the AI
industry, including former OpenAI manager Zack Kass (Fulterer, 2023).
Further, Sam Altman, CEO of OpenAI, has conjectured that AGI does
not redirect how the future unfolds but simply accelerates it along a sup‐
posedly predetermined path (Altman, 2023). Similarly, economist Robin
Hanson contemplated how long a small group of post-apocalyptic survivors
would take to ‘return to our current level of development’ (Hanson, 2008,
p. 12).6 In Hanson’s narrative, history is read as a sequence of different
phases of growth, with each phase accelerating the productivity of the
previous through new kinds of ‘capital’. While extreme circumstances like
earthquakes and wars might ‘set back’ this progression, the implied hierar‐
chy of societal stages already indicates the trajectory of development after

5 See also Hartley, 2016.
6 For a more extensive critique, see Mitchell & Chaudhury (2020).
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a potential collapse: back to a US-/Euro-centric imaginary of ‘Western
civilisation’ as the universalised pinnacle of human organisation. Such a
view disregards a substantial part of humankind globally, as well as any
previous societies, and degrades contemporary indigenous peoples with
hunter-gatherer economies.

Furthermore, viewing history as continual linear progress, smoothing
out struggles and contestation, results in a form of futuristic thinking where
any resistance appears futile against the mechanical model of determinis‐
tic progress.7 As Antti Tarvainen (2022, p. 1) underscores with reference to
Walter Benjamin (1990), such visions of progress are ‘founded upon a cul‐
ture of amnesia that serves those in power’, in which ‘pasts of the oppressed
become repressed and appropriated while the pasts of the rulers become
fetishised into “universal” destinies’. Benjamin’s (1990) analysis reveals how
the ruling classes utilise the allure of industry and technology to perpetuate
their hegemony, projecting a mythic future of peace and abundance. In this
teleological reading of progress, the future becomes the primary casualty,
subjugated to the dictates of an automatised and deterministic narrative.

This mythic future of peace and abundance finds embodiment in the
concept of singularity. For the AI industry, it serves as the endpoint to‐
ward which the deterministic trajectory of progress converges. Yet, within
this narrative, moments of disruption do emerge: For instance, Kurzweil
prophesied that ‘within a few decades, machine intelligence will surpass
human intelligence, leading to The Singularity ― technological change so
rapid and profound it represents a rupture in the fabric of human history’
(Teuscher, 2004, p. xx, emphasis added). Although disruption appears as
a potent counterforce to determinism, the notion of the ‘fabric of human
history’ nonetheless implies a universal and continuous trajectory whose
redirection requires a force so powerful and rare that it is envisioned as sin‐
gular. This stands in stark contrast to recognising history as a non-linear,
pluralistic, and dynamic interplay of struggle, adaptation to crises, and
regeneration, as BIPOC temporalities suggest (cf. Mitchell & Chaudhury,
2020).

7 Aptly summarised by this prediction attributed to Kurzweil: ‘Though the Luddites
might, at best, succeed in delaying the Singularity, the march of technology is irre‐
sistible and they will inevitably fail in keeping the world frozen at a fixed level of
development’ (Sephiroth, 2016).
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b) Distraction through exaggerated scenarios

AI imaginaries of the future come in various shapes, yet they are found
largely on an axis between saviourism and doomerism, with each of these
extremes encompassing a cluster of proponents. The fields of AI-solution‐
ism and saviourism feature shiny promises about how AI’s vast possibilities
will usher in a golden age, for instance, by curing diseases, guaranteeing
economic prosperity, and solving climate change (Fulterer, 2023). Such
futuristic speculations serve to keep radical demands and subversive poten‐
tials at a far enough distance. In this promised land of a singularity-like
future, the full imaginative potential, which is currently kept at bay, is even‐
tually unleashed. According to AI executives, we will have jobs we cannot
yet imagine, may no longer need to work at all, and could even discard cap‐
italism entirely (Fulterer, 2023). Conveniently, in the powerful narrative of
AI futurism, boundless opportunities are realised through – and not against
– the interests of the industry: There is no need to strive for collective
liberation and wealth redistribution in the present, as the elimination of all
scarcity is already nearing. Thus, these speculative, transformative pursuits
are already territorialised within the greater AI futurist imaginary.

While certain applications of AI, such as its use in healthcare, may
indeed hold some potential, critics caution that these grandiose claims
not only tend to be dangerous exaggerations but also serve as part of a
larger distraction scheme. For example, Naomi Klein (2023) contends that
such promises serve as ‘powerful and enticing cover stories’ for what she
perceives as potentially the ‘largest and most consequential theft in human
history’. In her critique, she refers to how big tech entities are seizing
control of the entirety of human knowledge available in digital, scrapable
form and enclosing it within proprietary products.

This strategy further diverts attention from AI’s currently existing detri‐
mental environmental toll and reliance on inhumane labour conditions
(Schütze, 2024). AI’s functionality and performance heavily rely on human
workers to provide annotated training data, fine-tune models, and moder‐
ate results. A vast share of this labour is outsourced to the Global South
and is facilitated by underpaid workers in precarious conditions (Miceli
& Posada, 2022; see also van Doorn, 2017). These realities, also debated
under the term ‘Ghost work’ (Gray & Suri, 2019), starkly contrast with
the industry’s vision of a labour-free future. Upon closer inspection of
the industry’s own forecasts, further discrepancies become apparent. For
instance, recent research from Google projects a substantial increase in
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third-party annotation workers, reaching into the billions (Wang et al.,
2022). Consequently, given the dependencies of AI systems on human
feedback, the envisioned AI future without labour does not seem like a
universal reality but rather appears attainable solely by a privileged minori‐
ty. Likewise, the lofty promise that AI will solve climate change has been
under heavy scrutiny by scholars studying the intense planetary impact of
these systems, which intensify extractive mining practices, water scarcity,
and carbon emissions (e.g., Brevini, 2022; Crawford, 2021).

On the other side of the spectrum, AI doomers paint a daunting image of
the future. Yet, rather than addressing the grim questions of environmental
and social justice, they caution against the existential risks emanating
from an unbound AGI that sees humans as mere ends to its means
(e.g., Yudkowsky & Bostrom, 2018). Understanding their broader approach
within the framework of ‘criti-hype’, a term coined by Lee Vinsel (2021),
is insightful. Essentially, such critiques mirror the exaggerated hype sur‐
rounding the topic through excessively dramatized scenarios or doomsday
predictions, thereby inverting the enthusiasts’ messages while maintaining
the narrative of grand transformation. As a result, such narratives act as a
smokescreen, diverting public attention and research resources away from
AI’s contested political grounds toward hypothetical realms such as AGI
alignment (Bordelon, 2023; Clarke, 2023).

In conclusion, both saviourism and doomerism surrounding AI can
be understood as discursive strategies that serve as flashy distractions,
ultimately hindering the articulation of alternative futures. The allure of
saviourism often manifests through the depiction of shiny yet unrealistic
and exclusionary futures. These captivating promises overshadow the cri‐
tiques of present-day harms, with proponents suggesting that these issues
will be resolved once the systems have matured sufficiently. Conversely,
doomerism amplifies concerns about the existential risks posed by AI,
diverting attention from more nuanced critiques. In both cases, the focus
on polarising scenarios obstructs urgent discussions about the ethical, so‐
cial, and environmental implications of AI development and deployment
and has been strategically wielded to fend off regulation (Marx, 2024). The
two strategies I have investigated, a deterministic view of progress and the
propagation of exaggerated scenarios, go hand in hand. Whereas the former
strategy envisions the certainty of a given path, the latter builds onto it and
fills the vision with content.
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Gaining institutional traction
The agendas described above have recently gained increasing institution‐
al traction. Embedded within a growing network of philanthropic orga‐
nisations and think tanks, AI futurists administer considerable financial
resources, amounting to billions of dollars in scale. Their lobbying ef‐
forts have wielded significant influence in aligning national AI policies
in Britain (Clarke, 2023) and the US (Bordelon, 2023) with doomerist
concerns of ‘existential risk’, as well as impeding regulations in the EU
(Vranken, 2023). Tech companies have also enjoyed growing leverage in
academia. For instance, the administration of research funds and dual affili‐
ation positions steers AI research in favourable directions while keeping
critical contributions at bay (Whittaker, 2021). By framing AGI as ‘a natural
progression in the field of AI’, researchers and practitioners are mobilised
into the field, employing the resulting ‘veneer of scientific authority’ to
further legitimise their agenda (Gebru & Torres, 2024, p. 21). Analysing
EU strategy papers on AI, Brevini (2021) found that the industry-aligned
myths of inevitability, as well as the image of AI as a solution to humanity’s
greatest challenges, are already represented in policymaking discourses and
are being further reproduced there. Expanding upon Gramsci’s theory of
cultural hegemony, Brevini explains how these industry-serving positions
contribute to the consolidation of hegemonic structures, thereby rendering
the ‘conception of alternatives virtually impossible’ (2021, p. 145). What
Gramsci (1999, p. 630) termed ‘folklore of the future’, denoting a relatively
rigid phase of narratives widely accepted as facts, underscores the profound
impact of potent myths on the imagination of alternative futures. Observ‐
ing how the AI industry’s visions are becoming institutionally anchored in
both policymaking and research marks their transformation from a discrete
vision to a wider-ranging socio-technical imaginary (cf. Braun & Kropp,
2023). The successful construction of a hegemonic discourse thus enables
the industry to exert a profound influence on shaping a widely accepted
understanding of futures that safeguard its interests while diminishing envi‐
ronmental and social justice claims.

5. The future as the final frontier: extending a colonial continuity

Which underlying forces drive the AI industry’s claims to the future?
Crucially, the imperative of growth stands as a fundamental pillar of con‐
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temporary AI capitalism, mirroring broader trends within the capitalist
system at large (Verdegem, 2022, p. 1). Sustaining this growth necessitates
the continuous expansion into new domains to perpetuate itself, resulting
in a relentless pursuit of accumulation. This drive for accumulation is
also reflected in transhumanist endeavours. For instance, pursuits such
as body modification through implants or the quest of mind uploading
can be interpreted as efforts to surpass mortality as the ultimate barrier
to accumulation (cf. Heffernan, 2020). Overcoming mortality, as Eva von
Redecker (2021, p. 899) argues, drawing upon Arendt, becomes imperative
in the pursuit of perpetual accumulation.8

The logic of accumulation is further interconnected with colonial ratio‐
nality (von Redecker, 2021, p. 900). This connection has garnered recent
attention under the terms of data colonialism (Couldry & Mejias, 2019;
Thatcher et al., 2016) and digital colonialism (Coleman, 2019; Kwet, 2018).9
While both concepts are inherently interwoven, data colonialism specifical‐
ly highlights the framing of data, particularly personal data, as a fresh and
exploitable resource. At the heart of this mechanism lies the process of ‘cap‐
italist accumulation by dispossession’, as posited by Thatcher et al. (2016),
wherein big data serves as a potent tool for perpetuating ‘continual growth’
within the capitalist machinery (p. 3). A central aspect of their critique is
the increasing commodification and privatisation of various aspects of life,
which has given rise to a new wave of frontierism. With ever more frontiers
to be expanded and conquered, this relentless pursuit also does not recoil
from temporal limitations. As one AI enthusiast put it, ‘Replace the roar of
rockets with the crunch of data, […] “boldly going” not to space but to a
new final frontier: predicting the future’ (Siegel, 2015, p. 23). Consequently,
in adherence to the logics of continual expansion and accumulation, it
becomes apparent that even the future itself is subject to siege.

Once-unattainable realms, whether distant planets like Mars or the nebu‐
lous terrain of the future, are now coveted as territories ripe for appropri‐
ation. As von Redecker (2023) argues, they become subject to colonisation
and exploitation in pursuit of capitalist expansion, thereby being reduced

8 Arendt theorises a different way of transcending the individual’s mortality in order
to enable ceaseless accumulation. Looking at Hobbes’ Leviathan, she argues that the es‐
tablishment of the state serves this particular function in the emerging proto-capitalist
order (von Redecker, 2021, p. 899). However, as AI futurists notoriously reject the state,
it can be argued that technology assumes this role in its stead.

9 Digital colonialism emphasises Western powers’ maintenance of dominance through
digital technologies, such as communication networks.
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to ‘empty dead proto-property’ (p. 64). With futures being framed as
final frontiers, it is crucial to examine which subjects are envisioned to
be on either side of the frontier. This entails understanding how certain
bodies, characterised as ‘white’ and ‘male’, are commonly associated with
attributes like reason, creativity, and ‘future-making capacity’, while others
are depicted as the antithesis of these qualities (Tarvainen, 2022, p. 9).
For example, Nick Bostrom’s idealised future of ‘post-humanity’ (2002)
aligns with mainstream norms of white masculinity: ‘deeply disembodied,
unattached to place, and dominant over, or independent from, “nature”’
(Mitchell & Chaudhury, 2020, p. 316). Additionally, it is important to note
that the underlying colonising logic stretches beyond the symbolic and
discursive and rests upon an ongoing material and violent practice of dis‐
possession and exploitation (Mezzadra & Neilson, 2017; Tarvainen, 2022,
p. 3). This includes the continuous production of a precarious labour force,
as discussed in the previous section, to uphold AI’s façade of excellence.
The future, as it is being propagated by the AI industry, thus reveals itself as
the relentless extension of an exclusionary and violent past and present.

6. Building counterimaginaries

A key criticism in this paper focuses on the exclusivity of individuals or
small groups shaping futures rather than embracing co-design through
collective, pluralistic processes. Accordingly, this paper does not aim to
propose an improved alternative vision for the future. However, in explor‐
ing alternative technological visions of the future and their contrast with
elitist perspectives, BIPOC futurism and decolonial approaches emerge
as noteworthy examples. It is necessary to note that the limited scope of
this paper does not fully capture the depth of their visions, claims, and
complexities.

BIPOC and decolonial futures explicitly diverge from elitist futures by
prioritising human and land rights while vehemently opposing extractivism
and historically grown domination (Ricaurte, 2019). With the ontological
separation and hierarchisation of culture and nature being fundamentally
called into question, the AI futurist aspiration to wield technology for do‐
minion over nature becomes crucially challenged. Conversely, decolonial
movements endorse technologies that cater to community needs and adapt
to local contexts (Lehuedé, 2024) in contrast to pre-set solutions aimed at
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universal scalability, a position that is also echoed by degrowth movements
(Vetter, 2023).

The motif of technological sovereignty is also central in defying AI
elitist futures, envisioning a world order without single hegemonic pow‐
ers dictating technology, infrastructure, and data governance (Lehuedé,
2024, p. 10). Rather than endorsing singular and homogenous scenarios,
BIPOC and decolonial approaches embrace the possibility of multiple
futures. Founded on notions such as co-dependence, conviviality (Illich,
1973), and pluriversality (Escobar, 2018), they emphasise the importance of
‘diverse, plural subjectivities and forms of agency’ rather than homogenised
views of humanity (Mitchell & Chaudhury, 2020). Movements like the
Zapatistas in Mexico aim toward ‘a world in which many worlds coexist’
(Mignolo, 2011, p. 273), ultimately embodying a struggle against hegemony
and extractivism, and for the ‘flourishing of political, epistemological, and
ontological systems’ (Lehuedé, 2024, p. 3). The AI Decolonial Manyfesto
(Krishnan et al., 2021), signed by various academics and activists, espouses
a relationship with AI that acknowledges epistemic expertise stemming
from lived experience and compels historically marginalised communities
to ‘build their own dignified socio-technical futures’. While ‘creation, art,
stories, and sensitive experience’ can open pathways for such decolonial
imaginations, it is also essential to address the necessity of reparations for
historical and ongoing dispossessions (Krishnan et al., 2021).

7. Conclusion

‘[A]s neoliberalism took hold, writing new futures got harder and harder
for all but the world’s wealthiest’.
— Kate Aronoff, Overheated

In conclusion, this paper has explored how the AI industry disseminates
potent visions of the future to secure and enforce its advantageous position.
As demonstrated, their propagated visions are crafted with self-serving
agendas, employing discursive tactics of determinism and distraction to
deter criticism and inhibit the exploration of alternatives. These visions
are gaining institutional traction and being adopted by policymakers. As a
result, they are solidifying into collective socio-technical imaginaries that
increasingly influence the path we are steering toward.

Dissecting the mechanisms of future fabrication employed by the AI
industry thus emerges as a primary counterstrategy essential for paving
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the way toward inclusive, equitable, and sustainable futures. It is crucial to
remain alert about how AI actors perpetuate powerful myths that narrow
collective imaginations of the future to align with their interests. Critical
analysis of AI discourse is indispensable, particularly when discussing op‐
tions for addressing the climate crisis and advancing social justice. For
AI practitioners, this entails questioning whether proposed solutions con‐
stitute mere technological fixes or require paradigm shifts (Klein, 2023)
and critically interrogating the underlying idea of ‘progress’ inherent in
AI-driven visions of the future.

Moving forward, the strategies employed by the AI industry must be
investigated further, as they are likely to adapt to the shifting discourse.
Additionally, there is potential to explore how prominent AI futures affect
the imaginative capacities of different groups, as well as their effects on
subjects, such as the experience of powerlessness or defeat. Efforts should
be directed towards articulating and strengthening visions of the future
that are not hegemonic but represent a polyphonic and ever-evolving
collective imagination (Jovchelovitch & Hawlina, 2018). In light of the
intensifying climate crisis and rising social inequality, it is imperative to
(re-)imagine alternative lifeways beyond capitalist, fossil fuel-dependent,
and growth-oriented paradigms (Hosseini & Gills, 2020, p. 1), fostering
pluralistic approaches that emphasise collective and participatory deci‐
sion-making, such as those offered by BIPOC futurism and decolonial
approaches. Amplifying and furthering such critical visions remain crucial
strategies in challenging and confronting elitist and other exclusionary
fabricated futures.
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Debiasing with foresight: A horizon scanning process on the
digitalisation of research and policymaking

Lorenz Erdmann and Simone Kimpeler

Abstract: Research and policymaking organisations increasingly recognize
the importance of digitalisation for both, their own operations and the
transformations of their operating environment. The opaqueness and open‐
ness of digital developments ask for dealing with future uncertainty. How‐
ever, biases distort the perception of changes and constrain the exploration
of plausible and relevant alternative futures. This chapter explains and
reflects how thinking about digital futures can be debiased with foresight.
We present and discuss our conceptual design and empirical material
building upon the three-year foresight project ‘Environmental research and
governance in the digital age’ that we led as a contractor of the Federal
Environment Agency. We co-designed a five-step horizon scanning process
and integrated debiasing measures for each step thereby systematically mit‐
igating six salient biases in futures thinking, among them the surveillance
filter and the confirming trend bias. As a result, four success factors of
debiasing with foresight stand out: eye-level foresight and digitalisation
competences of both the contracting authority and contractor; co-creation
of the scan field definition thereby reflecting different impact pathways
of digitalisation; multiple flexibly adopted horizon scanning approaches
encompassing semiautomated scanning, human main and fringe source
analysis, interviews with radical thinkers and targeted meta-engine search;
participatory sensemaking to leverage diverse and controversial external
views in tailoring the future topics and anticipating different digital future
trajectories and emerging issues. The suggested debiasing measures are
systematically and explicitly integrated into the horizon scanning to ensure
the novelty, relevance and validity of dealing with uncertain digital futures.
The process yielded a disaggregated and multi-perspective view of digital‐
isation with its future topics, subtopics, and related emerging issues. Such
a strategic compass for research and policymaking can stimulate organisa‐
tional learning through a common reference. It should be kept modifiable
and amendable to account for new insights into the dynamically changing
panoply of digital phenomena.
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Keywords: anticipation biases, integrated debiasing, hybrid human-auto‐
mated search, participatory sensemaking, strategic compass

1. Introduction

Digitalisation is changing the way how organisations design, implement,
and evaluate their activities. Pertinent definitions of digitalisation refer to
improving, changing, and enabling processes through digital technology
(e.g. Bitkom, 2016) or to the deep transformation that emerges from the
interplay of social and technological digitalisation processes (e.g. WBGU,
2019). All kinds of organisations, policymaking government bodies in par‐
ticular, recognise the importance of digitalisation for their own operations
and are increasingly aware of its transformative effects on their environ‐
ment and of the opportunities and risks entailed. The future impacts of
digitalisation on government activities are uncertain, as the future is uncer‐
tain to a significant degree (e.g. Loveridge, 2008).

Foresight is the ‘discipline of exploring, anticipating and shaping the
future […] in a structured and systemic way’ (EC, 2024). It is not about
predicting the future but about dealing with future uncertainty and explor‐
ing different possible futures and strategic implications. A variety of fore‐
sight methods and approaches are available (Popper, 2008; Saritas, 2013),
ranging from exploratory to normative methods, routing developments
in the present (e.g. Horizon Scanning, Three Horizon Framework) or
‘jumping’ into the future (e.g. pictures of the future, shared vision). An un‐
derstanding of foresight as a cycle of identifying current changes, imagining
future changes, and promoting changes (action) is increasingly established
(Cuhls, 2019).

Human perceptions of the future are biased. Biases can be defined as
systematic distortions of perception that influence decision-making and
judgement under uncertainty (Gigerenzer & Gaissmaier, 2011; Kahneman
et al., 1982). The scholarship of psychology and behavioural economics has
identified and examined a large range of unconscious biases in decision-
making, some of which have been studied in relation to future change. For
example, Ansoff (1975) identifies three perception filters that could lead
to biases in the detection and assessment of weak signals of change: the
surveillance filter structures an organisation’s resource-constrained obser‐
vation of its environment, the mentality filter shapes anyone’s thoughts and
judgements according to previous experiences, and the power filter distorts
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the perception and judgement of the importance of weak signals through
power relations and organisational and hierarchical routines.

Recognising perception filters that shape biases implies the need to
widen those that structure our thinking about the future (Ansoff, 1975;
Holopainen & Toivonen, 2012; Miller et al., 2012; Rossel, 2012; Warnke &
Schirrmeister, 2016). In scenario building, biases analysed include ‘group
biases’ leading to the conformity of participants and ‘the end of history
illusion’ stating that people underestimate future change (Schirrmeister et
al., 2020). The tendency to confirm one’s own assumptions (confirming
trends bias), the preference for positive trends (overconfidence bias), and
the overestimation of predictability (overprediction bias) all contribute to
biases in future-oriented thinking.

Dedicated foresight processes can be measures for debiasing a future-
centred approach (Schirrmeister et al., 2020; Van Woensel, 2020). In our
view, debiasing is a conceptual approach to make biases explicit and to pro‐
vide measures to mitigate them and their impacts. For example, scenario
workshop moderators can provide measures to stimulate thinking of alter‐
natives and to create a communication climate to mitigate ‘group biases’
and ‘the end of history illusion’.

Although there is a large body of research on the social, economic, and
environmental future impacts of digitalisation (e.g. Muench et al., 2022;
WBGU, 2019), there is little research on how digitalisation is changing
the way knowledge is produced to inform policymaking (EC, 2023; Van
Woensel, 2020). There is a substantial need for insights into how inter‐
actions between digital and other system transformations, the so-called
‘wicked problem’, could be addressed through strategic foresight approach‐
es (Cork et al., 2023) and how typical biases in the perception and evalua‐
tion of signals of change in an organisation can be addressed (Schirrmeister
et al., 2020).

In our chapter, we aim to contribute to making future thinking about
digitalisation and related deep transformations less biased. By outlining the
importance of debiasing with foresight when exploring digital futures, a
conceptual contribution to the advancement of the field is made. We draw
upon a horizon scanning study on environmental research and governance
in the Digital Age developed for a public environmental agency that wished
to analyse the consequences of digitalisation beyond its usual strategic
considerations (see Acknowledgements). Horizon scanning comprises the
systematic search for signals of change (e.g. events, trends, issues) and the
assessment of their relevance, e.g. for policy implications (Cuhls, 2019;
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Hines et al., 2019). Throughout the design, conduct, and evaluation of the
results of this horizon scanning study, biases were identified, and debiasing
measures were provided and applied. The scope of this endeavour is large,
and there are valid studies on single issues of debiasing with and within
foresight. However, such a comprehensive scope in the light of digitalisa‐
tion, as presented here, is exactly what government bodies might increas‐
ingly ask from foresight practitioners. We conclude with an assessment of
the novelty and added value of debiasing with horizon scanning and its
transferability to other policy areas.

2. The approach to debiasing with horizon scanning

Two research questions guided the horizon scanning:

• What are the emerging digital developments in environmental research
and governance?

• How is digitalisation transforming the policy organisation’s context, and
what impact could this have on future environmental research and gov‐
ernance?

To answer these questions, we developed and applied debiasing approaches
for all steps of horizon scanning in order to minimise potential biases in
exploring the two research questions.

a) Steps of the horizon scanning process on digital futures

In this subsection, we briefly introduce the principal steps of horizon scan‐
ning to the extent necessary to make the debiasing approach accessible to
readers.

The horizon scanning process consisted of five major steps:

1. Scoping: The client’s information requirements and the scan field were
defined. The scan team was composed, and the scanning methods, chan‐
nels, and sources were selected.

2. Scanning: The different scanning approaches were set up and conducted,
and they delivered candidates for signals of change that were stored in
a digital repository. The scan team routinely discussed the relevance of
signals, the need for reframing signals, and the coverage of the scan field
to redirect scanning activities.
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3. Participatory sensemaking: This step involved moderated discussions
with the contracting organisation and two co-creative, participatory
workshops. The first was a workshop which clustered signals of change
into future topics that have a certain weight in policymaking. The second
was a workshop which involved experts and stakeholders in exploring
emerging issue candidates.

4. Desk research: Future topics and emerging issues were analysed and
validated through additional targeted desk research. Preliminary findings
were sharpened and deepened, and the need for action was elaborated.

5. Foresight transfer: The results were condensed in the scan report
(Erdmann et al., 2024). Workshops with the contracting authorities de‐
veloped ideas for addressing the various signals of change and emerging
issues in policymaking and everyday work. The findings of the horizon
scanning are about to serve as a strategic compass for the digital future in
the organisation’s activities.

Throughout the process, possible biases were identified and addressed by
specific measures.

b) Debiasing with horizon scanning

In preparation for an emerging digital society, biases could lead to the
ignorance of relevant signals of change and their disregard for strategic
decisions. Strategic foresight supports the handling of future uncertainty
and, therefore, offers the potential for reducing biases in future thinking
at the individual and organisational level (Van Woensel, 2020). Biases are
also at play in foresight itself (Nestik, 2018), so it is not enough to apply
foresight, but it is also important to select and combine appropriate meth‐
ods for debiasing in foresight processes. In this particular horizon scanning,
an innovative set of scanning methods was applied, and in this chapter, we
assess its potential for debiasing.

Based on the literature analysis (see section 1), three perception filters
shaping biases and three judgement biases relevant to foresight have been
selected and addressed by debiasing measures:

• mentality filter
• power filter
• surveillance filter
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• confirming trend bias
• overconfidence bias
• overprediction bias

Table 1 gives an overview of how different perception filters and biases
in future-centred thinking were systematically addressed by debiasing mea‐
sures in the horizon scanning process on digital futures. The implementa‐
tion of the debiasing methods is then described following the five steps of
the scanning process.
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aa) Scoping

The aim of the horizon scanning was to identify signals of change driven
by digitalisation that could have an impact on the field of action of the
contracting organisation (Figure 1). First, digital technology itself is chang‐
ing (e.g. maturity of quantum technology); second, digital technology is
directly impacting the core issue under investigation (e.g. an organisation’s
processes are being digitalised); and third, the environment of the core
issue under investigation – which is part of the wider society – is being
digitalised (e.g. digital working practices), thus having an indirect impact
on the core issue under investigation.

Generic scheme of digital change impact mechanisms (Erdmann et
al., 2024)

The definition of the scan field included all three mechanisms of digital
change. It covered 20 areas, ranging from the research cycle and the
policy cycle (initiation, conduct, and evaluation/implementation) over dig‐
italisation itself to social systems, such as education, and to the living
environment, such as private life. The criteria for the search, selection, and
assessment of signals of change were a) the relevance of the information
for one of the three change mechanisms (Figure 1), b) the novelty of the
information for current strategies and decision-making, and c) the coverage
of the scan field.

The aim was to ensure the greatest possible diversity of expertise in
the team and in the types of horizon scanning approaches, channels, and
sources. To widen the filters of perception within the organisation, an
interdisciplinary scan team was built, consisting of foresight experts with

Figure 1.
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additional expertise in media studies, sociology, economic policy, environ‐
mental science and technology, history, data science, semiotics, business
studies, psychology, and policy research. Measures to mitigate biases in the
set-up of the horizon scanning included the mutual challenging of mentali‐
ty and power filters of both the contracting authority and the contractor.

bb) Scanning

The scanning process tapped five major source types: main sources, fringe
sources (i.e. at the fringes of perception of the contracting authority), a
vast digital news repository, interviews with unconventional thinkers, and a
gap-closing targeted search with a meta-search engine. The objective of this
source type set was to minimise the impacts of unconscious biases in main
sources and to strengthen the validity of individual signals with multiple
occurrences.

The semi-automated scanning exploited the vast digital news repository
using an ontology of key terms, topic modelling, and the identification of
highly relevant individual articles. It aimed at being as comprehensive as
possible in detecting signals of change. The tapping of digital news was
based on web scraping via the provider API-News.1 Two separate corpora,
one on general news (e.g. BBC, Hindustan Times) and one on science news
(e.g. PNAS, Nature), were built. Search strings were defined by combing
terms from the realms ‘digital’, ‘research’, ‘governance’ and ‘environment’ to
scrape relevant content. The two scraped news repositories were analysed
separately with and without accounting for the terms for ‘environment’. For
both, a natural language processing (NLP) approach was carried out to
identify hidden topics from the two corpora of digital texts, which could
not have been identified in the short time available using a qualitative
evaluation. NLP has expanded the analytical capabilities of web scraping
substantially (Goddard et al., 2021; Nemorin et al., 2023; Vignoli et al.,
2022). The ontology, programming, interpretation of results, and iterative
refinement are the human components in this hybrid human–automated
search (Geurts et al., 2021; Krigsholm & Riekkinen, 2019). The findings
from the automated search were evaluated by several experts regarding
their novelty for the client and relevance to the action areas. Experts
identified and conducted a detailed analysis of sources that contributed
substantially to a topic.

1 https://newsapi.org/
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In addition, digitally available primary and secondary sources that met
the criteria of high quality, timeliness, and originality were evaluated (see
Table 2). This expert-based activity covered main source exploitation (e.g.
archives and specialist journal articles) as well as the search and analysis of
so-called marginal or fringe sources. Fringe sources are sources usually not
considered in the context of strategy development, e.g. podcasts, science
blogs, special interest journals, or community platforms. However, they
can be important sources for early signals of change as they look at develop‐
ments from a less established perspective. Interviews with unconventional
thinkers contributed to debiasing the confirming trend bias, too. Table 2
shows the source types selected, as well as their coverage and processing, to
extract insights.

Coverage of the dimensions of digital change and processing by
main source types (own compilation)

Source type Coverage (What?) Processing (How?)

Digital science
news repositories

Comprehensive coverage of digi‐
tal technology and its applications

Web scraping, topic modelling, and
analysis of most contributing sources

Digital general
news repositories

Comprehensive coverage of digi‐
tal society, more precisely, the dig‐
ital environment of the core topic
under study

Web scraping, topic modelling, and
analysis of most contributing sources

Conferences Deliberation of emerging digitali‐
sation issues

Search and analysis of programmes
and abstracts to identify premature
emerging issues

Pre-print archives Perception of emerging epistemic
issues due to digital change

Search and analysis of principal arti‐
cles at the fringes of scientific consol‐
idation

Peer-reviewed jour‐
nals

Perception of digital change in the
core topic under study

Search and analysis of salient articles
on the core topic under study

Foresight studies
Future assumptions on digital
technology, digital society, and the
core topic under study

Search and analysis of signals of
change such as weak signals, wild
cards, key factors, trend impacts
analyses, and visions

Popular media Insights into the living environ‐
ment

Search and analysis of digital living
practices

Social media
Deliberation of publicly resonat‐
ing changes in the living environ‐
ment

Search and analysis of speculative
digital change

Table 2.
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Source type Coverage (What?) Processing (How?)

Interviews with vi‐
sionaries

Questioning future assumptions
on digital technology, digital soci‐
ety, and the core topic under study

Exploratory interviews with a small
set of open questions

Targeted Internet
search

Coverage of subtopics on digital
technology, digital society, and the
core topic under study

Meta-search engine switching on and
off certain dominant machines

The horizon scanning was carried out in iterations, identifying blind spots
and new keywords that guided subsequent scanning activities, followed by
desk research to validate initial findings. The scan team regularly reviewed
results and modified the signal candidates. The diversity of sources and
clarity of the scan field allowed for reflection and the recognition of the
maturing of the search results. A long list of signals of digital change was
produced, and each (e.g. cybernetic citizenship) was described in a short
summary with various references providing evidence for the emergence
of the development and noting why it should be considered novel and
relevant for the future.

cc) Participatory sensemaking

The horizon scanning process identified roughly 70 pertinent weak signals
of change. Sensemaking activities complement the scanning by participato‐
ry, multiple-actor, and stakeholder engagement in the assessment of signals
of change and future assumptions (Rosa et al., 2021). The sensemaking
aimed to formulate a smaller number of relevant future topics from the
panoply of weak signals and to anticipate emerging issues. The aim of the
debiasing was to minimise individual and group-related biases by leverag‐
ing and combining different perspectives and points of view.

Two co-creative and participative sensemaking workshops were de‐
signed, conducted, and evaluated:

• The cluster workshop aggregated and condensed signals of change to
broader future topic candidates in an open process. These future topic
candidates were later consolidated by additional desk research and inter‐
nal discussion.

• The future workshop explored different developments of these future
topics and identified related emerging issue candidates based on the
Three Horizon Framework, which explores the strategic fit of current
institutions (Horizon 1), emerging signals (Horizon 3), and innovating
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institutions that account for emerging signals (Horizon 2) to the world as
it is (Curry & Hodgson, 2008).

Both workshops ensured the relevance and directionality of the foresight in
view of the organisation’s activity field.

Debiasing efforts were supported through (a) the involvement of experts
for the different topics addressed in the 70 signals both in interviews
and/or participation in one or both workshops, (b) the engagement of
topic experts and policymakers from the contracting organisation in both
workshops, and (c) the choice of the workshop methods and setting (e.g.
breakout groups, whiteboards to support visual thinking, moderated dis‐
cussions). In total, 45 external experts were involved in the sensemaking
workshops, alongside six experts from the policymaking organisation and
five experts from the research team. The workshop participants’ composi‐
tion supported the reflection of the internal stakeholder perspective in light
of the external perspectives from the policy field and from related research.

dd) Desk research for validation of the findings

The sensemaking results were transferred into a scan report. In addition,
a cross-future topic analysis yielded a landscape of shared and specific
emerging issues. The repercussions and implications of these emerging
issues on the remit of the contracting organisation were represented in the
Three Horizon Framework, which enables the visual integration of differ‐
ent futures routed in the present (Curry & Hodgson, 2008). Following an
understanding of signals in horizon scanning as ‘observations that trigger
irritation and as an indication of possible changes’ (Rossel, 2012, p. 236),
the analysis of the future topics and emerging issues had to be related to
other observations in public and other relevant discourses.

Debiasing was integrated into the research on the selected ten future
topics and eight crosscutting emerging issues: First, by juxtaposing the
assumptions from the sensemaking workshops with established discourses
and positions on the topic; second, by rigorously applying the Three Hori‐
zons Framework (Curry & Hodgson, 2008) to promote consideration of
emerging issues beyond business-as-usual future expectations; and third,
by conducting targeted desk research including conforming and counter‐
factual search strategies.
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ee) Foresight transfer

The integration of foresight into political decision-making (Da Costa et al.,
2008) necessitates a comprehensive search for indications of change and
the optimal involvement of actors and interest groups (De Vito & Radaelli,
2023). Possible obstacles to the development and adoption of future-orient‐
ed knowledge in any policymaking government body include a less open
organisational culture as well as mental models and prejudices that lead
to a reluctance to change or inhibit the development of new capacities
(Mortensen et al., 2021).

The recognition of digitalisation for transformative change requires vari‐
ous systemic and dynamic capabilities (Borrás & Edler, 2020; Wu et al.,
2015), including the ability to develop and test new policy approaches and
anticipatory capacities. The establishment of such capabilities often faces
a hierarchical and bureaucratic organisational culture. Such organisations’
employees are typically preoccupied with well-defined and – to a certain
extent – standardised operational tasks. Embedding foresight as a strategic
activity naturally conflicts with these operational activities. Hierarchical
organisations face challenges when collaboration in foresight is required
across different departments. Foresight can either be set aside from the
daily routines as an extra activity, or it reflexively feeds into and supports
the daily work of employees as their roles evolve in the Digital Age.

The horizon scanning project material was reviewed, four open inter‐
views for transfer ideation took place, and four virtual meetings were held
with the contracting organisation to explore options for the transfer. These
deliberations resulted in more than a dozen ideas on how to position
the results of the horizon scanning within the organisation. Each concept
elaborated on specific goals, target groups, and the estimated time and
effort needed to adopt the horizon scanning results in daily work. Concepts
developed ranged from low-hanging formats such as signal cards over the
adoption of a strategic compass to outreach to other organisations.

The landscape of weak signals, future topics, and emerging issues was
used to develop a strategic compass for an organisation that considered
embedding its activities intentionally into the dynamic landscape of digital
change. In addition to the two layers (future topics and emerging issues),
the organisational remits, its departments, and operations represent a third
layer of accessibility to digital change. In the digital pilot application of the
strategic compass, there is a possibility to switch between the three different
layers to identify the most suitable lens through which digital change is
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viewed. The strategic compass is principally open to incorporating new
future topics and emerging issues – and their relationships – into the estab‐
lished knowledge base. It allows for a systematic and transparent treatment
of digital change, enabling organisational units to contribute to and benefit
from accumulating experiences in dealing with digital change.

3. Reflection on debiasing in the horizon scanning process

The foresight process served as a pilot for the exploration of digital change
and its implications in the policy area of the contracting organisation. It
was co-designed by the contracting organisation and the contractor.
Both sides disposed of substantial foresight literacy and were able to mo‐
bilise experts in certain newly identified realms (contractor) and actors of
relevant organisational units such as the strategy department and the digi‐
talisation department (contracting organisation). The process minimised
future biases through measures consistently integrated into every step, from
the set-up and conduct of the horizon scanning to the participatory sense‐
making and validation of the findings in view of the foresight transfer.
It addressed transformative policy goals, improved the quality of insights
with transdisciplinary expertise (digitalisation and systems transitions) and
collective intelligence building, supported by mutual learning between dif‐
ferent actors and stakeholders, and thereby increased the legitimacy of the
outcome for policymaking and research decisions.

A few insights from this particular horizon scanning on digital futures
stand out: the added value of a concise scan field, the need for multiple
flexibly adopted approaches to identify signals of change, and the participa‐
tion in sensemaking. The concise scan field design was instrumental in
relating the vast amount of information on digitalisation to concrete realms
and provided orientation throughout the project. While the discovery of
new signals was guided by cognitive dissonance, the assessment of signals
onto the scan field was guided by resonance, thereby reducing the large
number of signal candidates to a manageable set. The particularities of this
scan field included a reflexive consideration of the changes of digitalisation,
as well as the two impact pathways of digital change on the organisation’s
remit (Figure 1). These were either direct, in terms of research and gov‐
ernance, or indirect, in relation to the digital change of its environment
(e.g. the development of digital work skills as a precondition for future
recruitment).
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A horizon scan produces a snapshot in time but could also be conducted
repeatedly or continuously. The contribution of semi-automated scanning
and of the other approaches to the outcomes differed. The semi-automated
scanning of digital sources yielded results for digitalisation that made it
difficult to distinguish the signal from the noise – in contrast to successful
semi-automated scanning in other realms, such as biotechnology. The main
reason is that terminology around the concept of digitalisation is contained
in almost all digitally accessible documents.

Keyword combinations involving the concept of digitalisation and more
specific topics such as artificial intelligence yielded useful single sources to
be analysed in detail. However, there was still a great deal of noise in the
entire repository of digital sources, so topic modelling rarely produced sub‐
stantially meaningful topic landscapes. It was time- and resource-efficient
to consider the other source types (Table 2) and to complement the search
with a targeted search machine enquiry that made use of newly identified
terms that emerged from sources identified in the topic modelling.

Meanwhile, web scraping bots have improved: Their harvest can be
assessed to which extent single sources contribute to meaningful outcomes,
which is key to machine learning algorithms that guide the web scraping
bot to ever more useful sources.

The composition of the scan team and the involvement of expertise
from the contracting organisation and other organisations proved to be
key success factors for the interdisciplinary nature of the outcomes of
the sensemaking and − finally − for the development of transfer formats.
The evaluation of the signals using participatory sensemaking methods
is a necessary but demanding task. The involvement of suitable experts
contributed to a high degree of accuracy and differentiation of the future
topic at hand. The dialogue formats delivered meaningful future topics and
emerging issues; however, continuity of participant engagement was not
always ensured. The multi-actor future workshop produced a first map of
emerging issues, assuming that current trends continue. Upcoming future
workshops may take workshop participants further, perhaps involving the
assumption that current trends radicalise or become mainstream fast (in‐
stead of continuation). The engagement of the various actors contributed
to the legitimacy of the process, which in turn could increase acceptance of
the outcomes.

Lorenz Erdmann and Simone Kimpeler

372
https://doi.org/10.5771/9783748947585, am 09.04.2025, 13:28:31
Open Access –  - https://www.nomos-elibrary.de/agb

https://doi.org/10.5771/9783748947585
https://creativecommons.org/licenses/by/4.0/
https://www.nomos-elibrary.de/agb


4. Conclusion

A horizon scanning of digital change was carried out to derive insights
into how the activities of an environment agency are changing and how
to seize the opportunities for transformation opening up through digital
change. At its core, debiasing measures were integrated throughout the
process to ensure the novelty, relevance, and validity of the process and of
the results. The emphasis was put on how digitalisation affects the ways by
which science, policymaking, and daily operations of the organisation are
carried out. Signals of digital change were identified and condensed into
overarching future topics, and emerging issues were uncovered. Participa‐
tory sensemaking enhanced the validity and legitimacy of the findings. The
result is the first monograph on research and governance in the Digital Age
for a policymaking government agency.

The approach yielded a disaggregated and multi-perspective view of
digitalisation and its impacts and opportunities accounting for future un‐
certainty. The monolith ‘digitalisation’ was decomposed successfully into
future topics, subtopics, and related emerging issues. Depending on the
organisational units, different facets are of interest. Concepts on how to
position the foresight results strategically within the organisation have been
developed and handed over. The development of the strategic compass was
a collaborative effort of the contracting organisation and the contractor.
The actual use of the strategic compass with its accessibility via future
topics, emerging issues, or organisational units requires further evaluation.

Promising next steps in the research of debiasing with horizon scan‐
ning include the development and sharing of smart keyword combinations,
as well as leveraging the power of bots to reduce the noise in the web
scraped content through machine learning. Debiasing in foresight requires
an open and constructive working culture in exchanges between the con‐
tracting authority and contractor. The composition of the breakout groups
in workshops, as well as more radical methods to drive participants towards
the future journey and mitigate biases in future-oriented thinking, have
been taken up in recent foresight exercises.2

Although the contracting organisation is active in environmental policy,
the foresight approach with its debiasing measures is generic enough to
inform organisations in other policy fields on how digital change can

2 e.g. Horizon scanning of developments relevant to climate protection (https://www.isi.f
raunhofer.de/en/competence- center/foresight/projekte/klimascan.html)
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be accounted for in their strategy development and daily activities. The
digital trends, future topics, and emerging issues can serve other actors
from research (e.g. research funding bodies, research-performing organisa‐
tions, transformative research institutions) and governance (e.g. civil soci‐
ety organisations, government bodies at various governance levels, NGOs,
business associations) to reflect their remits under the conditions of digital‐
isation and to adjust their activities.
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